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Purpose: Prostate cancer is the second cancer diagnosed in males. It accounts for about 4% of cancer-related 
mortality in men. Several genetic polymorphisms in different genes have been identified that alter the risk of this 
kind of malignancy. 

Materials and methods: We used the random forest (RF) algorithm for prediction of prostate cancer risk in Irani-
an population using 13 different single nucleotide polymorphisms (SNPs) in four genes (ANRIL, HOTAIR, IL-6 
and IL-8). The samples were divided into a training set (n=320) and a test set (n=80) to evaluate the generalization 
power for training algorithm. For hyper-parameters tuning, we used randomized search with 5-fold cross-valida-
tion for the following hyper-parameters: (1) Number of trees or estimators in the forest (set from 3 to 500); (2) The 
maximum number of leaf nodes (set from 2 to 32); (3) The maximum number of features used for the best split 
(set from 5 to 13); and (4) Using bootstrap samples in the trees building (True or False). Accuracy, sensitivity, 
specificity, and F1-score in both training and test sets were reported. 

Results: The most important SNP was ANRIL-rs1333048: A/A (Gini index= 0.096) followed by AN-
RIL-rs10757278: G/G (Gini index= 0.059). Training Dataset Outcomes were as follow: Accuracy: 0.896, Sen-
sitivity: 0.85, Specificity: 0.944 and F1 Score: 0.891. Test Dataset Outcomes were as follow: Accuracy: 0.787, 
Sensitivity: 0.775, Specificity: 0.800 and F1 Score: 0.784. The AUC Scores were 0.966 and 0.841 for training and 
test datasets, respectively. 

Conclusion: The proposed panels of SNPs can predict risk of prostate cancer in Iranian population with appropri-
ate accuracy. 

Keywords: prostate cancer, single nucleotide polymorphism, IL-8, HOTAIR, ANRIL

INTRODUCTION

Prostate cancer ranks second among the diagnosed 
cancer in males. It accounts for about 4% of can-

cer-related mortality in men(1). A comprehensive study 
in Iranian patients has shown that 97% of all cases have 
been adenocarcinoma. The other defined pathologies 
have been malignant carcinoma and transitional cell 
carcinoma(2). At early phases of cancer development, 
prostate cancer usually does not have any symptoms 
and progresses in an indolent manner, needing minimal 
or even no therapeutic intervention. During its course, 
it can cause difficult urination, increased frequency or 
urgency in urination, nocturia and urinary retention and 
back pain in advanced stages, the latter being caused by 
metastasis(3). Genome wide association studies (GWAS) 
conducted in different populations have identified tens 
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of genetic polymorphisms that confer risk of this ma-
lignancy (4-6). We have recently assessed the role of a 
number of single nucleotide polymorphisms (SNPs) in 
different genes in conferring risk of prostate cancer in 
Iranian population. These SNPs were located in  ANRIL  
(rs1333045, rs4977574, rs1333048 and rs10757278) (7), 
HOTAIR (rs12826786, rs1899663 and rs4759314)(8), 
IL-6 (rs1800795 and rs2069845)(9) and IL-8 (rs4073, 
rs2227306 and rs1126647)(10). In the current study, we 
applied the random forest (RF) algorithm for predic-
tion of risk of prostate cancer based on the genotyp-
ing results of these 13 distinct SNPs. RF algorithm is 
an ensemble learning method for supervised classifi-
cation introduced by Breiman(11). This nonparametric 
tree-based approach combines the concepts of adaptive 
nearest neighbors with bagging(12). RF method has the 
ability to assess correlation and interaction among var-
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iables. Notably, RF can facilitate selection and ranking 
of variables by calculating variable importance values. 
These features potentiate RF for evaluation of genomic 
data and bioinformatics investigation(13). 

MATERIALS and METHODS
We used the RF algorithm for prediction of prostate 
cancer using 13 different SNPs. The samples were di-
vided into a training set (n=320) and a test set (n=80) 
for the purpose of generalizing the outcome of the train-
ing algorithm. For hyper-parameters tuning, we used 
randomized search with 5-fold cross-validation for the 
following hyper-parameters: (1) Number of trees or es-
timators in the forest (set from 3 to 500); (2) The max-
imum number of leaf nodes (set from 2 to 32); (3) The 
maximum number of features used for the best split (set 
from 5 to 13); and (4) Using bootstrap samples in the 
trees building (True or False). A total of 1000 combi-
nation of these hyper-parameters were evaluated on the 
validation sets. After fixing the hyperparameters, we 
retrained the whole training set again.
Totally, 20 percent of the data samples were used as test 
set. The samples were chosen randomly. For evaluation 
of the hyperparameters, one fifth of the training set was 
used as validation set for the 5-fold-cross validation.
We did not set a limitation on the maximum depth of 
the trees. Therefore, the nodes were further expanded 
until all leaves became pure or until all leaves contained 
fewer samples than the “min samples split” amount. To 

avoid overfitting, we used the k-fold cross-validation 
technique.
In the current study, we used the Python programming 
language version 3.8.2. For applying the RF algorithm 
and hyper-parameters randomized search, we imple-
mented Python Scikit-Learn 0.23.0 (https://scikit-learn.
org/).
Accuracy, sensitivity, precision, and F1-score in both 
training and test sets were reported. Precision, sensitivi-
ty and F1-score were defined in equations 1-3 (14):

Where, TP is the number of true positives, FP is the 
number of false positives, and FN is the number of false 
negatives.
Furthermore, we used the receiver operating character-
istic (ROC) curve and area under curve (AUC) score 
to evaluate the performance of the model. We also pre-
sented the most important SNPs based on the impuri-
ty-based feature importance (also known as the Gini 
importance). The Gini index measures the importance 
of a feature by computing the level of the impurity of 
samples assigned to a node based on a split at its parent 
(15). Gini index was calculated using Equation 4:
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    Control  Prostate cancer BPH

ANRIL-rs1333045 C/T  129  65  57
  C/C  57  30  25
  T/T  14  5  18
ANRIL-rs1333048 A/A  110  22  27
  A/C  50  55  32
  C/C  40  23  41
ANRIL-rs4977574 G/G  82  62  65
  A/G  82  33  24
  A/A  36  5  11
ANRIL-rs10757278 A/G  91  58  65
  G/G  84  21  20
  A/A  25  21  15
HOTAIR-rs12826786 C/T  108  37  48
  C/C  60  25  28
  T/T  32  38  24
HOTAIR-rs4759314 A/A  121  61  54
  A/G  77  38  44
  G/G  2  1  2
RORA-rs11639084 C/C  126  59  73
  C/T  63  41  23
  T/T  11  0  4
RORA-rs4774388 T/T  105  64  49
  C/T  75  29  41
  C/C  19  7  10
IL-6-rs2069845 A/G  97  54  44
  A/A  82  33  47
  G/G  21  13  9
IL-6-rs56588968 C/G  87  41  40
  G/G  77  30  32
  C/C  36  29  28
IL-8-rs4073 A/T  96  53  27
  T/T  63  34  51
  A/A  41  13  22
IL-8-rs2227306 C/T  92  52  43
  C/C  76  37  35
  T/T  32  11  22
IL-8-rs1126647 A/T  89  39  37
  A/A  72  32  46
  T/T  39  29  17

Table 1.  The frequency and distribution of various polymorphisms.



Where, n is the number of the total the total samples, nk 
is the number of samples from class k = {0, 1}, pk is the 
fraction of nk out of n samples at node τ.
We measured the generalization power based on the 
test data rather than the generalization. The strategy for 
setting the optimum value of hyperparameters (Hyper-
parameter Tuning) was randomized search and k-cross 
fold-validation.

RESULTS
Samples containing at least one NaN value were ruled 
out. The frequency and distribution of various polymor-
phisms are summarized in Table 1.
In the hyper-parameter tuning stage, hyper-parameters 
were set as follow: 1) Number of trees = 34; 2) The 
maximum leaf nodes = 30; 3) The maximum features = 
8; and 4) Using bootstrap = True. The most important 
SNP was ANRIL-rs1333048: A/A (Gini index= 0.096) 

Figure 1. Training Dataset Confusion Matrix. The color bar next 
to the chart shows the frequency.

Figure 2. Test Dataset Confusion Matrix. The color bar next to the 
chart shows the frequency.

Figure 3. Visualization of the first estimator (Decision Tree) in our Random Forest Model
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followed by ANRIL-rs10757278: G/G (Gini index= 
0.059).
Training Dataset Outcomes were as follow: Accura-
cy: 0.896, Sensitivity: 0.85, Specificity: 0.944 and F1 
Score: 0.891. Test Dataset Outcomes were as follow: 
Accuracy: 0.787, sensitivity: 0.775, Specificity: 0.800 
and F1 Score: 0.784.
Figure 1 shows the Training Dataset Confusion Matrix.
We also depicted Dataset ROC Curve for both training 
and test datasets (Figures 4 and 5). The AUC Scores 
were 0.966 and 0.841 for training and test datasets, re-
spectively.

Features Importance of the assessed SNPs is shown 
in Figure 6. The best features have been demonstrated 
for ANRIL-rs1333048: A/A and ANRIL-rs10757278: 
G/G, respectively.

DISCUSSION
In the current study, we re-analyzed our genotyping 
data of 13 SNPs in a population of Iranian patients 
with prostate cancer using the RF method. This method 
has been previously applied in the analysis of SNPs in 
genetic studies. In GWAS, RF has been shown to be 
able in screening of SNPs with interaction effects. Such 
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Figure 4. Training dataset ROC curve showing the AUC value of 0.966 for the proposed approach in the diagnosis of prostate cancer.

Figure 5. Test dataset ROC curve showing the AUC value of 0.841 for the proposed approach in the diagnosis of prostate cancer.
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method has decreased the number of SNPs that should 
be recalled for additional study compared to routine 
univariate screening strategies(16). RF has been success-
fully applied for assessment of the effects of 42 SNPs 
located in the asthma risk gene ADAM33 to reach 44% 
misclassification rate(17). In coronary artery calcifica-
tion, RF has been applied for predication of the effects 
of 287 tagged SNPs and 17 risk elements(18). 
RF is superior to artificial neural network as it can de-
crease the high variance from a flexible model such as a 
decision tree through integrating several trees into one 
collaborative model. RF provides a different interpre-
tation of a decision tree yet with superior performance. 
RF classifiers produce a large number of decision trees, 
without trimming or pruning. For each variable, this 
approach generates a significance score, which quan-
tifies the variable relative contribution to prediction(19). 
RF classifiers has been successfully used in various 
biomedical studies(20-22). In a study by Masetic Z. et 
al(23), it has been reported that RF classifiers had better 
classification performance compared to decision tree, 
k-Nearest Neighbor, support vector machine, and arti-
ficial neural networks in congestive heart failure detec-
tion. In another study by Zahangir Alam Md. et al(21), it 
has been suggested that other classifiers, unlike RF, do 
not perform equally well over all used medical datasets. 
Similar to our study, they used k-fold cross validation 
for the model evaluation. The k-fold cross validation is 
a tool for evaluating a predictive model that splits the 
initial dataset into training sets and a validation sets for 
training and evaluating the model. It can also be used 
for the purpose for tuning the hyperparameters(24).
RF classifiers can also been usedfor analysis of the 
SNPs(19).  Regarding SNPs, numerous studies used 
RF algorithm for analysis of the SNPs(19,25-27). Using 

RF, Van Dyke A. L, et al.(25) suggested that IL1A SNP 
is an important risk factor in predicting risk for non-
small cell lung cancer among women using SNPs data. 
Staiano, A. et al(26) used RF algorithm to find SNPs as-
sociated with high cardiovascular risk.
RF has a valuable characteristic that enables a prompt 
calculable internal measure of variable importance. 
This feature can be applied to rank variables particu-
larly in assessment of high-throughput genomic data. 
Node impurity indices (including the Gini index) are 
frequently used to appraise the importance measures 
(13). In the current study, we calculated the Gini index 
importance according to the node impurity degree for 
node splitting. This approach led to the identification of 
the ANRIL-rs1333048: A/A (Gini index= 0.0967) and 
ANRIL-rs10757278: G/G (Gini index= 0.0599) geno-
types as the most important genotypes in conferring risk 
of prostate cancer. The ANRIL rs1333048 SNPs have 
been previously shown to be associated with both gen-
eralized and localized aggressive periodontitis. More-
over, it resides in a common risk locus for coronary 
artery disease and periodontitis(28). The GG genotype of 
rs10757278 has been remarkably associated with carot-
id plaque in female subjects(29). The G allele of this SNP 
interferes with the binding site for STAT1. This SNP 
also alters expression of ANRIL and its nearby genes 
(30,31) in a way that the GG genotype confers the most 
decreased expression levels(30). This SNP also affects 
alternative splicing of ANRIL(32). Future studies are 
needed to unravel the molecular mechanisms leading to 
the importance of ANRIL rs1333048 and rs10757278 
SNPs in the susceptibility to prostate cancer in the Ira-
nian population. 
Based on outcomes of training and test datasets accu-
racy, sensitivity, specificity and F1 score values were 

Figure 6. Features Importance of the assessed SNPs.
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slightly lower in the test dataset. Moreover, the AUC 
scores were decreased in test dataset, albeit it remained 
significant. Thus, the proposed panels of SNPs can pre-
dict the risk of prostate cancer in the Iranian population 
with appropriate accuracy. This panel might be used as 
a screening panel for identification of at risk individu-
als. Further assessment of accuracy of this panel in la-
ger cohorts of patients from different stages of prostate 
cancer might reveal its significance in the determination 
of disease course or prognosis. 
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