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الميزة .  الرقمية مةالأنظ مبسطة لحساب قابلية التحكم بفروع شبكات         أداة سميولنك تم تطوير     –باستخدام ماتلاب    :  خلاصة
الخواص . الأمثل للأداة المطورة تكمن في قابلية تحليل الأنظمة ذات التصاميم المتغيرة للحصول على التصميم                   الأساسية

سهولة إدخال المعطيات المختلفة لعناصر النظام الرقمي في محاكاة للشبكة بالإضافة إلى الإضافية لهذه الأداة تشمل سهولة إجراء 
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ABSTRACT: With the use of MATLAB-SIMULINK a simple tool has been developed to compute 
the controllabilities of nodes as well as branches of digital system networks. The primary advantage 
of this tool may be for such conditions where the study of controllability analysis of a system with 
different possible designs is required to give an optimal design solution. The ease of network 
simulation procedures together with the simple methodologies for inputting the different assigned 
parameters to the respective elements of the system in dynamic environments, are additional 
attributes of this tool. 
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1. Introduction 

T he increasing functional complexity of digital electronic components and systems makes 
testing a challenging task, particularly under the constraints of maintaining a high quality of 

products at low and competitive market prices. Reports reveal that, on average, a proportion of up 
to 70% of the total production cost is required as against the testing cost (Bennetts, 1984; Williams, 
1986; Könemann, 1998; Zorian, 1999). Thus, an optimal test strategy can give a substantial 
competitive advantage in a market comprising billions of electronic components and systems. It is, 
therefore, not surprising that the major technology organizations like "National Technology 
Roadmap for Semiconductors" of the United States treat testing as a key technology component 
with significant importance (Könemann, 1998). 

Although testing incurs a lot of effort, it is an important means of reducing the overall cost 
significantly. While the actual material cost is only a negligible proportion of the product value, the 
cost of repair increases by a factor of more than10 (see Figure 1) with each production stage 
(Bennetts, 1984; Bardell et al. 1987). It is much cheaper to reject several dies than to locate and 
exchange a defective chip in a complete system. As a consequence, no customer is willing to bear 
the risk of using defective components and most likely can only accept suppliers that guarantee low 
defect rate and/or often perform an incoming test for supplied parts.  
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Figure 1.  Testability cost. 
 
Low defect rate of a product can be guaranteed by extensive outgoing product tests only. VLSI 
chips have reached an enormous complexity, and yet their density doubles every 2 years (Williams, 
1986; Sun and Serra, 1992; Könemann, 1998). This makes it impossible to rule out faults during 
design and production, even with the best design tools and fabrication processes available. 
However, short time-to-market is critical to profitability. If testing facilitates rapid diagnosis and 
thus provides a means to avoid fatal production delays resulting from excessive debug time or 
shipping defective products, it is worth the additional cost. 

Availability of a system (or of redundant system’s components) can be significantly increased 
if testing is employed to allow rapid diagnosis after a failure. These facts clearly show the 
economic potential of an efficient test strategy in the rapidly growing area of dependable systems. 
Although the two fields of design and test application appear quite disjoint it is technically and 
economically attractive to merge them. It will be shown that the concepts of Design-For-Testability 
(DFT) and Built-In Self-Test (BIST) provide an ideal starting point for a unified test approach for 
the complete life cycle of a digital electronic system. 

It is the fact that testability relates to cost, which needs to satisfy some technical requirements 
within a budgeted testing allowance. However, this fact necessitates the measurements of 
testability levels at each node of digital electronic circuits. Therefore, numerical assessment of the 
controllability features of a circuit design, leading to a measurement of circuit’s testability, can be 
of great importance particularly during the design stage of the circuit. The method of analyzing 
digital electronic systems for its controllability is a problem that is not being adequately addressed 
during the design phase. Continuous controllability monitoring and analysis is essential to refine 
the system design for the better goals like enhancements of transparency, reliability, availability, 
and maintainability. There is no specific tool available which can give the complete system’s 
controllability analysis for different behavioral responses of nodes. Researchers in the field of 
digital circuit testing have been constantly working in the process of developing a tool to study the 
controllability / observability as well as testability of digital systems (Bennets, 1981, 1984; Berg 
and Hess, 1982; Cerny and Mauras, 1990; Fritzemeier, et al. 1989; Goldstein and Thigpen, 1980; 
Grason, 1979; Kapur et al. 1991; Koren, 1979; Ratiu et al. 1982; Stephenson and Grason, 1976). 
These tools cannot be easily implemented for analyzing systems. Their program data files are not 
user friendly; therefore it is difficult to describe a system and its related input and output files. 
Hence the need to overcome these problems is the motivation for this research work. Here we 
present the development, design and use of a user-friendly tool to compute and scan the complete 
controllabilities information of digital system circuits.  
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2.    Controllability 

Controllability reports the cost of placing a node in a circuit at a predetermined logic value. 
Placing this value on a primary input is “free”. However, it is possible to assign a minimal cost, say 
1, to any primary input. The cost increases as the node depth in the circuit increases. This cost will 
also depend on the type of gate, the logic value to be imposed on the line, and whether the circuit is 
combinational or sequential. For example, controlling the output of a multi-input AND gate to 
logic 1 requires the control of all of its inputs to logic 1, while for an OR it is sufficient to control 
only one of the inputs to logic 1. Controlling a node at a second level requires controlling the input 
at level 1 as well as those at level 0 (the primary inputs). Thus, there is a cost for stepping from one 
level to another.  

Controllability indicates how easily the system state can be controlled by the primary inputs 
(pins) of a circuit. Quantitative controllability ratings can be determined for each node in the 
circuit; most often an average over all nodes is given. In the example in Figure 2 the controllability 
of node d is a measure of how easy it is to set the output of block A to a logical 1 or 0 by assigning 
values to the primary inputs of the circuit. It is a function of the controllability of nodes a, b and c.  
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Figure 2.  Test point insertion. 
 
Testability can be substantially improved if more nodes are made available directly at primary 
inputs and outputs. As a consequence, test points are inserted in areas of low testability to allow 
direct observation or control of an otherwise internal node. Although heuristic approaches exist, 
optimal placement of test points is still an open issue (Eichelberger et al. 1991; Seiss, et al. 1991). 
Controllability of a node is an important property which indicates how easy it is to control the node 
on its excitations / responses, operations, and behaviors. Node designers (developers) look at the 
"controllability" of a node in three aspects (Aas and Mercer, 87; Butler et al. 1992; Jerry and 
Youjin, 1999; Savir, 1983; Savkin, 1998):  
a) behavior control,  
b) feature customization, and  
c) installation and deployment. 

The first deals with the controllability of its behaviors and responses corresponding to its 
operations and excitations. The next refers to the built-in capability of supporting customization 
and configuration of its internal functional features. The last refers to the control capability on node 
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installation and deployment. However, once the system is designed and installed, the continuous 
study of controllability of its behaviors is an essential aspect to maintain the system.  

3.    Controllability computational background 

Since the controllability of a node is a measure of probability to set the response with desired 
signal using the excitation signals, controllability of a system depends on how correct a node is 
transferring its set (designed) controllability property to its output lines.  
Definition 1: Controllability Transfer Function (CTF) is a measure of the level of controllability 
transfer of a node to its succeeding node(s) or branch(es). 

In a digital system, Controllability Transfer Function (CTF) of any node can be computed by 
simulating the test inputs and their behavioral output characteristics with respect to the node. Using 
these characteristics, a mathematical relationship can be established as given below (Bennets et al. 
1981; Bennets, 1984). 

Absolute[ (0) - (1)]1
[ (0) (1)]

N NCTF
N N

= −
+

                                              (1) 

where  is the total number of ways that a logic 0 can be produced on the node output and 

similarly,  is the total number of ways of producing a 1. Thus, the CTF is 1 in the case where 

 and  are equal (as, for example, in the case of using Exclusive OR gate as a node). In 

the unlikely event of N  or  being 0, the CTF would be 0, indicating that there is no 
control of the output state. Generally, 0 < CTF <1. Table 1 contains examples of CTF calculated 
values for basic building blocks of digital systems having different number of input lines. 
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Table 1: Calculated Values Of CTF For Basic Logic Gates. 

 
Number of Inputs Gate Logic 

2 3 4 5 
AND 0.5000 0.2500 0.1250 0.0625

NAND 0.5000 0.2500 0.1250 0.0625
OR 0.5000 0.2500 0.1250 0.0625

NOR 0.5000 0.2500 0.1250 0.0625
EXOR 1.0000 1.0000 1.0000 1.0000

EXNOR 1.0000 1.0000 1.0000 1.0000
NOT 1 

 
Definition 2: Controllability input to a node is a single valued controllability measurement of 
different inputs to that node. 

In practice, multiple input lines with different controllability values are connected to a single 
node. Thus, the overall controllability of the input  (CYInput) to a node will be the average of the 
controllabilities of the individual input lines (CYInput-1, CYInput-2,  ….,CYInput-i,…,CYInput-N) feeding 
the node (Bennets et al. 1981), i.e. 

CYInput = ∑
=

N

1i
i-InputCY

N
1                                                    (2) 

 
Definition 3: Controllability output of a node is the value of the controllability available at the 
output of that node. 
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The controllability of the output (CYOutput) of a node will depend on CTF and CYInput (Bennets 
et al. 1981), which can be related as shown in Equation 3:  

 
(COUTPUT) = CTF x CYInput                                               (3) 

 
Definition 4 : The branches bifurcating from a stem branch are known as fan-outs branches. 

The problem occurs at points of reconvergence of fan-out branches where the lack of 
independence of signal values on reconvergent paths can cause many remade decisions during a 
test cycle. This is effectively a lack of controllability at these points of reconvergence and is 
modeled by artificially reducing the controllability value at the destination of such fan-out 
branches (Bardell et al. 1987).  

Let f denote the number of branches (destinations) for a particular fan-out stem. Stephenson 
and Grason (1976), found that good results are produced when the controllability assigned to each 
destination is obtained by dividing the controllability of the fan-out stem by: 1 + log10 (f). 
Definition 5: Primary inputs are those essential signals, which are the basis of the design of the 
system as a resource. 
Definition 6: Primary outputs are those essential signals, which are the basis of the design of the 
system’s goal. 

4.    Developed tool 

Using MATLAB-SIMULINK, a simplified tool is developed to study the exhaustive 
controllability analysis of digital system circuits where the user is supposed to define only the 
connectivity of the circuit. To illustrate the design, a digital system circuit of full adder is 
considered (see Figure 3). Figure 4 shows its realized model through the use of MATLAB-
SIMULINK. 
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Figure 3.  A circuit model of a full adder (version 1). 
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Figure 4.  Simulation model of Figure 3. 

 
In the simulated design (see Figure 4) each node box (Node_1, Node_2,…) has the same 

structure so that it can be copied to create as many nodes as is required in the system. This 
simplifies the procedure of defining the system’s nodes. The node block requires information about 
the CTF of the node and the number ( f ) of fan-out branches to propagate the controllability 
accordingly to its  f output lines. The user can provide the information about CTF and f, by 
invoking the respective Windows (see in Figures 5 and 6). 

 
Figure 5.  Control transfer function (CTF) window. 

 
Figure 6.  Fan-out window. 
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In the simulation, (P_Input) is used to depict the value of controllability of primary inputs. All 
the primary input lines generally have the same controllability level of 1. However, through this 
design provision of any desired value of primary input controllability (ranging 0 to 1) can be 
assigned via invoking the Window in Figure 7. P_Input blocks can be simply copied and pasted as 
many times as per the requirements of the nodes. The desired different primary input 
controllability values can be assigned to each block. To scan the controllability values at any 
branch an output device (Controllability _Scanner) is provided in the simulation model. The 
computed values of node controllabilities are made available at NCSPs (Node Controllability Scan 
Points) of each of the simulated nodes of circuits. 

 
Figure 7.   Primary input window. 
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Figure 8.  A circuit model of a full adder (version 2). 

 
5.    Simulation demonstration and results 

To demonstrate and test the developed design, two different circuits realizing the same 
functions of full adders (see Figures 3 and 8) have been considered. The respective simulations of 
those circuits are shown in Figures 4 and 9. The scanned controllabilities for each of the nodes of 
the simulation models of Figure 3 and 8 are given in Table 2.  
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Table 2:  Node Controllabilities of Simulated Models. 
 

Nodes Simulated 
Models 1 2 3 4 5 6 7 8 9 
Figure 3 1.0000 0.5000 0.8843 0.4422 0.2355 x x x x 
Figure 8 0.5000 0.5000 1.0000 0.3843 0.7686 0.1922 0.2882 0.4884 0.1681

 
It can be seen from Table 2 that the nodal controllabilities at the output nodes are different 

despite the fact that both circuits perform the same function. Node 3 (Figure 4) and Node 8 (Figure 
9) represent the sum bits for the respective circuits of Figures 3 and 8 and have different values of 
0.8843 and 0.4884, respectively. Similarly it can also be observed that Node 5 (Figure 4) and Node 
9 (Figure 9) represent the carry bits for the respective circuits of Figures 3 and 8 and have different 
values of 0.2355 and 0.1681 respectively. It is also observed that the controllabilities of connecting 
links to these nodes are quite different as shown in Table 3. 

 
Table 3: Controllabilities of connecting links of some nodes of simulated models. 

 
Connecting Links Simulated 

Models a3 b3 a5 b5 a8 b8 a9 b9 
Figure 3 0.7686 01.000 0.4422 0.5000 x x x x 
Figure 8 x x x x 0.1922 0.7686 0.3843 0.2882

6.    Practical complex systems and validation of simulation results  

To demonstrate the validation of results we further consider the practical approach of the 
system simulation. We simulated the complex digital systems by portioning the system into pieces 
of building blocks. To experiment our developed tool we hereby consider three cases of system 
buildings. As shown in Figures 10–12, these cases are hybrid; series (cascaded) and parallel, 
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Figure 9.  Simulation model of Figure 8. 
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respectively.  Let us consider the building block of the system shown in Figure 13. The scanned 
nodal controllability of this basic building block is found as: 1, 1, 1, 1, 0.75, 0.375, 0.2969, 0.2617, 
and 1123, respectively, for the nodes from 1 – 9. The average level of controllability of the block is 
64.4%. The scanned nodal controllability’s graphs of each case are shown, respectively, in Figures 
14 – 16. This demonstrates that the use of the developed tool is feasible in total practicality. 

 
 

 
 

 
Figure 10.  Hybrid model (case 1). 

 
 

 
 

 
Figure 11.  Series model (case 2). 

 
 

 
 

 
Figure 12.  Parallel model (case 3). 
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Figure 13.  Model of basic building block.  
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Figure 14.  Scanned nodal controllability graph for case 1. 

 

7.    Discussions and conclusions 

It can be seen from the results in Table 2, which were obtained from the developed 
MATLAB-SIMULINK-based tool, that the full adder realized in Figure 3 is much better, in terms 
of controllability than the one in Figure 8. The circuit of Figure 3 is much more controllable than 
the circuit given in Figure 8. This demonstrates that the developed tool is helpful in the design of 
better controllable systems.  

Controllability monitoring (scanning) for each of the connecting branches as well as nodes of 
the circuits is an essential process to realize the targeted goal of the system. As an example, it can 
be visualized through the results of Table 3 that the circuit of Figure 8 needs test-point insertions to 
enhance the testability of the designed circuit, which demonstrates the applicability of the 
developed tool. Since, the program creates an exhaustive table where all the possible input 
instructions are demonstrating their propagated effects that are very helpful in the analysis and 
design of transparent systems and helps in isolating the critical nodes. 
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Figure 15.  Scanned nodal controllability graph for case 2. 
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Figure 16.  Scanned nodal controllability graph for case 3. 

 
Further, Figures 13-16 demonstrate how simply the developed simulation model measures the 
levels of the controllability for complex digital systems. This in-house developed program has the 
ability to measure controllability at any node of systems consisting of any number of blocks with 
any type of connectivity.  

This paper has demonstrated the simplified procedure to study the exhaustive controllability 
analysis of digital system circuits. Using the MATLAB-SIMULINK, the developed design has 
been made user-friendly where the simplified mechanism (although it invokes Windows) can be 
adapted to furnish the dynamics of the network. Also, the incorporated program for this 
development can easily be modified to cope with the requirement of the user. Further, graphical, 
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numerical and tabular forms of the results can be obtained using this incorporated program as per 
the suitability and the data can be easily transported as well. Unlike VHDL or pSPICE, MATLAB 
is the only language which provides all these attributes in totality. Since MATLAB is a common 
teaching tool for many of the courses of engineering curricula, the developed simulation model is 
not only useful for commercial purposes but it is also helpful for teaching purposes. Thus, this 
developed tool is of much importance particularly in such cases where it is desired to analyze the 
controllability of a network of a large size with different and changing parameters.  
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