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#### Abstract

A Bayesian technique is used to approximate the tail probability of the t-distribution. A set of upper and lower bounds are obtained for this probability. Based on their simplicity and accuracy, these bounds are very adequate to use. Some members of these bounds are compared to some existing approximations. The possibility of using this new procedure for some other distributions is explored.
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## 1. Introduction

If $X_{1}, X_{2}, \ldots X_{n}$ is a random sample from the same normal distribution with mean $\theta$ and variance $\sigma^{2}$, both being finite but unknown, and if $\bar{X}=\sum\left(X_{i} / n\right)$ and $S^{2}=\sum\left(X_{i}-\bar{X}\right)^{2} /(n-1)$ ), then the statistic $\sqrt{n}(\bar{X}-\theta) / S$ has a t -distribution. This statistic is very useful in the construction of tests and confidence intervals of $\theta$. For a brief recent description of this distribution and its properties, see Stuart and Ord (1994) and Johnson, et al. (1995).

The importance of approximating the tail probability of this distribution is due to the fact that this probability is frequently used in constructing confidence intervals or in finding the p values of some statistical tests. There has been intensive work on approximating the $t$ distribution which produced approximations of very high accuracy, though some times very complicated. Fisher (1935) gave a direct expansion of the probability density function and hence of $F(t ; v)=P\left(t_{v} \leq t\right)$ as a series in $v^{-1}$, where $v$ is the degree of freedom. Elfving (1955) suggested the following approximation:

$$
P\left(t_{v} \leq t\right)=\Phi(\sigma t)+\frac{5}{96}\left(\sigma t^{5} v^{-2}\left(1+.5 t^{2} v^{-1}\right)^{-.5(v+4)}-\phi\left(\frac{\sigma t}{\sqrt{2}}\right)\right)
$$

where $\sigma=\left(\frac{v-.5}{v+.5 t^{2}}\right)^{.5}, \Phi$ and $\phi$ are respectively, the cumulative distribution and the density function of the standard normal distribution. Cucconi (1962) obtained the following approximation:

$$
\begin{aligned}
& t_{v, 975} \approx 1.96 v\left(v^{2}-3.185 v+1.696\right)^{-.5} \text { for } v>1 \\
& t_{v, 995} \approx 2.5758 v\left(v^{2}-3.185 v+4.212\right)^{-5} \text { for } v>2
\end{aligned}
$$
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where $t_{v, \alpha}$ is a number with tail area (probability) (1- $\alpha$ ). Pinkham and Wilk (1954) suggested the use of the expansion:

$$
\int_{t}^{\infty}\left(1+y^{2} v^{-1}\right)^{-.5(v+1)} d y=\sum_{i=1}^{m-1} w_{i}+R_{m}(t) ; m<.5(v+1)
$$

where $w_{1}=v(v-1)^{-1} t^{-1}\left(1+t^{2} v^{-1}\right)^{-5(v-1)} ; \quad w_{i+1}=w_{i}\left(1+t^{2} v^{-1}\right) \frac{2 i-1}{2 i-v+1} ; \quad i=1,2, \ldots, m-1$, and $R_{m}$ is the remainder term.

Abu-Dayyeh and Ahmed (1993) considered a similar problem. They provided an upper bound for Mill's ratio $R(x)=(1-\Phi(x)) / \phi(x)$. They showed that $R(x) \leq\left(\max \left(x, x^{2}\right)+\frac{2}{\pi}\right)^{-5}$. Al-Saleh (1994) initiated a Bayesian approach to approximate Mill's ratio and hence to approximate the tail probability of the standard normal distribution. He obtained a sequence of upper bounds and a sequence of lower bounds of $R(x)$, each converges to $R(x)$.

As mentioned by Johnson et al. (1995), the available tables of the t -distribution are more than sufficient for almost all applications. However, a major concern raised by the above authors, is how to quickly evaluate the tail probability. It is well known that the t -distribution converges to the normal distribution as $v$ goes to infinity. Thus, for $v \geq 30$, if $F(x)$ is the distribution function of the t -distribution then $F(x) \approx \Phi(x)$. However this approximation is not so accurate for small $v$. Recently, Li and Moor (1999) suggested the approximation of $F(x)$ by $\Phi(\lambda x)$, where $\lambda$ is a shrinkage factor and its value is given by

$$
\lambda=\frac{4 v+x^{2}-1}{4 v+2 x^{2}} .
$$

This approximation has a much simpler form and very accurate when compared with many of the approximations listed in Johnson et al. (1995). A weak point of this approximation is that it is written in terms of $\Phi$, which has no closed form and has to be obtained from tables. For other approximations of the t-distribution see Johnson et al. (1995) and Gleason (2000).

In this paper we use the Bayesian approach introduced by Al-Saleh (1994) to obtain new approximations of the tail probability of the t-distributions. These approximations, which turned out to be of a simple form, can give very accurate values. The possibility of applying this approach to some other distributions is discussed.

## 2. Derivation of the Bounds

Assume that $X$ is a random variable, which has a t - density with parameters $\theta$ and $v$. Then the density of $X$ is

$$
g(x ; \theta, v)=\frac{\Gamma(.5(v+1))}{\Gamma(.5 v) \sqrt{\pi v}} \frac{1}{\left(1+\frac{1}{v}(x-\theta)^{2}\right)^{.5(v+1)}},
$$

where $v$ is a positive number and $x$ is any real number. Assume further that the median $\theta$ is positive. Let $\pi(\theta)$ be an improper uniform prior of $\theta$, defined by $\pi(\theta)=1$ for $\theta>0$ and zero otherwise. Then the posterior density of $\theta$ for given $x$ can be written as:

$$
\pi(\theta \mid x)=\frac{f(x-\theta)}{\int_{0}^{\infty} f(x-\theta) d \theta}=\frac{f(x-\theta)}{F(x)}
$$
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where $f($.$) stands for the \mathrm{t}$ density with parameter $v$ and zero median and $F$ stands for the corresponding cumulative distribution. The main object of this paper is to approximate the tail probability, $1-F(x)$.

Now, if $v=1$, the distribution function of the t -distribution is the same as that of the Cauchy which has a closed form. For $v \geq 2$, the posterior expected value of $\theta^{k}$ is finite for $k=1, \cdots, v-1$ and is given by:

$$
E\left(\theta^{k} \mid x\right)=\frac{1}{F(x)} \int_{0}^{\infty} \theta^{k} f(x-\theta) d \theta=\frac{1}{F(x)} \int_{-\infty}^{x}(x-t)^{k} f(t) d t
$$

and hence,

$$
\begin{equation*}
E\left(\theta^{k} \mid-x\right)=\frac{(-1)^{k}}{1-F(x)} \int_{x}^{\infty}(x-t)^{k} f(t) d t \tag{1}
\end{equation*}
$$

Since $\theta>0$, we have $E\left(\theta^{k} \mid-x\right)>0$ for all values of $x$. Thus,

$$
\int_{x}^{\infty}(x-t)^{k} f(t) d t>0 \quad \text { for even values of } k
$$

and

$$
\int_{x}^{\infty}(x-t)^{k} f(t) d t<0 \quad \text { for odd values of } k
$$

Now, the last integral can be written as:

$$
\begin{equation*}
\int_{x}^{\infty}(x-t)^{k} f(t) d t=\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} x^{k-i} \mu_{i}(x) \tag{2}
\end{equation*}
$$

where

$$
\mu_{i}(x)=\int_{x}^{\infty} t^{i} f(t) d t .
$$

Integrating by parts, it can be shown that for $i=2, \cdots, k ; k \leq v-1$ and $v \geq 2$ we have

$$
\begin{equation*}
\mu_{i}(x)=\frac{v-1}{v-i} x^{i-1} \mu_{1}(x)+\frac{v(i-1)}{v-i} \mu_{i-2}(x) \tag{3}
\end{equation*}
$$

where,

$$
\mu_{0}(x)=1-F(x) ; \mu_{1}(x)=\frac{v}{v-1}\left(1+\frac{x^{2}}{v}\right) f(x) .
$$

Thus, using (3), upper and lower bounds can be obtained for the tail probability of the standard t-distribution, i.e. for the quantity $\mu_{0}(x)=1-F(x)$.
For $i$ even, $\mu_{i}$ can be written as

$$
\mu_{i}(x)=A_{i}(x) \mu_{1}(x)+B_{i} \mu_{0}(x),
$$

where,

$$
A_{i}(x)=a_{i}(x)+\sum_{k=2}^{i / 2}\left(a_{2 k-2}(x) \prod_{j=k}^{i / 2} b_{2 j}\right) ; B_{i}=\prod_{j=1}^{i / 2} b_{2 j} ;
$$
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$$
a_{i}(x)=\frac{v-1}{v-i} x^{i-1} \text { and } b_{i}=\frac{(i-1) v}{v-i} .
$$

For $i$ odd, $\mu_{i}(x)$ can be written as

$$
\mu_{i}(x)=C_{i}(x) \mu_{1}(x)
$$

where

$$
C_{i}(x)=a_{i}(x)+\prod_{j=1}^{(i-1) / 2} b_{2 j+1}+\sum_{k=1}^{(i-3) / 2}\left(a_{2 k+1}(x) \prod_{j=k}^{(i-3) / 2} b_{2 j+3}\right) .
$$

Thus, for $k<v$ with $B_{0}=C_{1}=1$ and $A_{0}=0$ we have

$$
\int_{x}^{\infty}(x-t)^{k} f(t) d t=\mu_{0}(x) \sum_{\text {ieven }}\left({ }_{i}^{k}\right) x^{k-i} B_{i}-\mu_{1}(x)\left(\sum_{i o d d}\binom{k}{i} x^{k-i} C_{i}(x)-\sum_{\text {ieven }}\binom{k}{i} x^{k-i} A_{i}(x)\right) .
$$

Hence, for k even we have:

$$
\begin{equation*}
\mu_{0}(x)=1-F(x) \geq L_{k}(x)=\frac{\mu_{1}(x)\left(\sum_{i o d d}\binom{k}{i} x^{k-i} C_{i}(x)-\sum_{i \text { even }}\binom{k}{i} x^{k-i} A_{i}(x)\right.}{\sum_{i \text { even }}\binom{k}{i} x^{k-i} B_{i}} \tag{4}
\end{equation*}
$$

while for k odd we have

$$
\begin{equation*}
\mu_{0}(x)=1-F(x) \leq U_{k}(x)=\frac{\mu_{1}(x)\left(\sum_{\text {iodd }}\binom{k}{i} x^{k-i} C_{i}(x)-\sum_{i \text { even }}\binom{k}{i} x^{k-i} A_{i}(x)\right)}{\sum_{i \text { even }}\binom{k}{i} x^{k-i} B_{i}} \tag{5}
\end{equation*}
$$

where $L_{k}(x)$ is the $k^{\text {th }}$ lower bound of $1-F(x)$ and $U_{k}(x)$ is $k^{\text {th }}$ upper bound of $1-F(x)$.

## 3. Numerical Calculations of $L_{k}(x)$ and $U_{k}(x)$

To see how accurate $L_{k}(x)$ and $U_{k}(x)$ are, the two bounds have been obtained for some values of $v$ and $k$. For $v=10$ and $k=3,4$, the two consecutive bounds are:

$$
L_{4}(x)=\left(\frac{.8929 x^{3}+5.8036 x}{x^{4}+7.5 x^{2}+6.25}\right) \mu_{1}(x) ; U_{3}(x)=\left(\frac{.9107 x^{2}+2.8571}{x^{3}+3.75 x}\right) \mu_{1}(x) .
$$

For $v=15$, the two bounds are:

$$
L_{4}(x)=\left(\frac{.9324 x^{3}+5.4944 x}{x^{4}+6.9231 x^{2}+4.7203}\right) \mu_{1}(x) ; U_{3}(x)=\left(\frac{.9359 x^{2}+2.5}{x^{3}+3.4615 x}\right) \mu_{1}(x) .
$$

And for $v=20$, we have:

$$
L_{4}(x)=\left(\frac{.9498 x^{3}+5.553 x}{x^{4}+6.6667 x^{2}+4.1667}\right) \mu_{1}(x) ; U_{3}(x)=\left(\frac{.9510 x^{2}+2.3529}{x^{3}+3.333 x}\right) \mu_{1}(x) .
$$
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Here,

$$
\mu_{1}=f(x)\left(1+\frac{x^{2}}{v}\right) \frac{v}{v-1} \text { and } f(x)=\frac{\Gamma(.5(v+1))}{\Gamma(.5 v) \sqrt{\pi v}} \frac{1}{\left(1+\frac{1}{v} x^{2}\right)^{.5(v+1)}} .
$$

For a given $v$ and suitable $k$, we take the average of the two bounds as an approximation of the tail probability $1-F(x)$, i.e. for $k$ even

$$
\begin{equation*}
1-F(x) \approx \alpha_{k}^{*}(x)=\frac{L_{k}(x)+U_{k-1}(x)}{2} \tag{6}
\end{equation*}
$$

and for $k$ odd we have

$$
\begin{equation*}
1-F(x) \approx \alpha_{k}^{*}(x)=\frac{L_{k-1}(x)+U_{k}(x)}{2} \tag{7}
\end{equation*}
$$

Table 1: Values of $\alpha_{4}^{*}(x), \alpha_{1}, \alpha_{2}$ and $\alpha_{3}$

| $v$ | x | $\operatorname{Exac} \alpha$ | $\alpha_{4}^{*}(x)$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 1.812 | .050 | .0505 | .0583 | .0639 | .0500 |
|  | 2.228 | .025 | .0252 | .0288 | .0309 | .0249 |
|  | 2.764 | .010 | .0100 | .0093 | .0123 | .0098 |
|  | 3.169 | .005 | .0051 | .0041 | .0063 | .0048 |
| 15 | 1.753 | .050 | .0506 | .0595 | .0609 | .0500 |
|  | 2.131 | .025 | .0252 | .0310 | .0289 | .0250 |
|  | 2.602 | .010 | .0101 | .0132 | .0111 | .0100 |
|  | 2.947 | .005 | .0050 | .0054 | .0054 | .0050 |
| 20 | 1.725 | .050 | .0505 | .0599 | .0610 | .0500 |
|  | 2.086 | .025 | .0252 | .0318 | .0288 | .0250 |
|  | 2.528 | .010 | .0101 | .0136 | .0111 | .0100 |
|  | 2.845 | .005 | .0050 | .0063 | .0054 | .0050 |

$\alpha_{4}^{*}(x)$ is compared to the approximations provided by Elfving (1955), Pinkham and Wilk (1954), and Li and Moor (1999) denoted by $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ respectively. Table 1 contains the values of $\alpha_{4}^{*}(x), \alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ for selected values of $v$ and $x$. The values of $x$ are those values that are used frequently in applications, i.e. values that correspond to exact tail values of $.0500, .0250, .0100$, and .0050 . It can be seen from this table that the value of $\alpha_{4}^{*}(x)$ is very accurate and closer to the exact value than the first two approximations. Furthermore, the values of $\alpha_{4}^{*}(x)$ are almost as accurate as the values of $\alpha_{3}$. Note that more accurate bounds can be obtained using higher values of $k$. For example if we take $k=5$, then

$$
U_{5}=\frac{.9071 x^{4}+10.7321 x^{2}+22.8571}{x^{5}+12.5 x^{3}+31.25 x} \mu_{1} .
$$

Table 2 contains the values of $\alpha_{5}^{*}(x), \alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ for selected values of $x$ when $v=10$. It can be concluded from this table that the values of $\alpha_{5}^{*}(x)$ are even more accurate than $\alpha_{3}$.

Table 2: Values of $\alpha_{5}^{*}(x), \alpha_{1}, \alpha_{2}$ and $\alpha_{3}$

| $v$ | x | $\operatorname{Exac} \alpha$ | $\alpha_{5}^{*}(x)$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 1.812 | .050 | .0501 | .0583 | .0639 | .0500 |
|  | 2.228 | .025 | .0250 | .0288 | .0309 | .0249 |
|  | 2.764 | .010 | .0100 | .0093 | .0123 | .0098 |
|  | 3.169 | .005 | .0050 | .0041 | .0063 | .0048 |

## 4. Other Applications of the Technique

The Bayesian approach, which is used in this paper to approximate the t-distribution, was used by the author to approximate the normal distribution. An inspection of the procedure reveals that it can be applied to some other distributions.

If $X$ has a density $f(x)$ that is symmetric around zero and if we let $Y=X-\theta$, where $\theta$ is a location parameter then the density of $Y$ is $f(y-\theta)$. If we impose a uniform prior on $\theta$ of the type $\pi(\theta)=1$ for $\theta \geq 0$ and zero otherwise, then the posterior density of $\theta$ given $x$ is

$$
\pi(\theta \mid x)=\frac{f(x-\theta)}{\int_{0}^{\infty} f(x-\theta) d \theta}=\frac{f(x-\theta)}{F(x)}
$$

All moments of this density are nonnegative and hence as in section (2), it can be shown that

$$
\int_{x}^{\infty}(x-t)^{k} f(t) d t=\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} x^{k-i} \mu_{i}(x)
$$

where

$$
\mu_{i}(x)=\int_{x}^{\infty} t^{i} f(t) d t .
$$

Now, depending on the functional form of $f(x)$, it may be possible to obtain a recursive formula for $\mu_{i}(x)$ like the one in equation (3).

We believe that some distributions such as the lognormal, non-central $t$ and other location types-distribution can benefit from this procedure. Another useful application of the procedure is for estimating the cumulative distribution of the bivariate normal and other bivariate distributions.

## 5. Concluding Remarks

There has been considerable work on the possible approximations of the tail probability of the $t$-distribution. Simplicity as well as accuracy are important factors in assessing the value of an approximation. In this paper, we use a Bayesian approach to provide a set of upper and lower bounds of this probability; the set consists of $[v-1]$ members. Any member of the set or a combination of members can serve as an approximation. Taking the average of two consecutive lower and upper bounds can be a good choice. It turns out that this approach is a suitable one in providing simple and accurate approximations and can be used for similar problems. Unlike many other approximations, the current procedure doesn't depend on $\Phi(\mathrm{x})$.
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