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#### Abstract

This paper establishes the existence and uniquenesss of a weak solution of a quasilinear parabolic problem in an open set whose boundary is the union of two disjoint closed surfaces. A Dirichlet condition is prescribed on the exterior boundary and a Neumann condition on the interior boundary. The existence of a solution of the parabolic problem is shown using the Faedo-Galerkin method and some a priori estimates are established to provide bounds for the solution.
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## INTRODUCTION

This paper presents the existence and uniqueness of a solution to a quasilinear parabolic problem on a domain with holes. More precisely, the domain consists of open sets $\mathrm{O}_{0}$ and $\mathrm{O}_{1}$ (representing the hole in O ) with corresponding boundaries $\Gamma_{0}$ and $\Gamma_{1}$. We then form $\mathcal{O}=\mathcal{O}_{0} \backslash \overline{\mathcal{O}_{1}}, \mathcal{O} \in \mathbb{R}^{N}$ whose boundary is $\Gamma_{0} \cup \Gamma_{1}$. On $\Gamma_{0}$, we prescribe a Dirichlet boundary condition, and on $\Gamma_{1}$, a Neumann boundary condition. The parabolic system is given by

$$
\begin{cases}u^{\prime}(x, t)-\operatorname{div}(A(x, u) \nabla u(x, t))=f(x, t) & \text { in } \mathcal{O} \times(0, T) \\ u(x, t)=0 & \text { on } \Gamma_{0} \times(0, T) \\ A(x, u) \nabla u(x, t) \cdot n=g(x, t) & \text { on } \Gamma_{1} \times(0, T) \\ u(x, 0)=u^{0}(x) & \text { in } \mathcal{O},\end{cases}
$$
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where $A$ is a quasilinear matrix field, $n$ is the outward unit normal to $O$, and $t \in \mathbb{R}$. This problem models heat flow in a perforated cell where the temperature $u$ is time-dependent. Here, $A$ is a constant proper to the material, which represents the thermal conductivity of the said material, and $f$ can be considered as the heat source. The second equation in (1) indicates that the material is insulated. For the third equation, we say that, on the inner boundary, $g$ is the normal component of the heat flux. The fourth equation means that, at time $t=0$, the temperature is given by $u^{0}$.

Several studies related to this problem have been previously performed. A more general problem of the elliptic case was studied by Cabbarubias and Donato (2011). The solution to a linear parabolic problem in a fixed domain was shown by Cioranescu and Donato (1999) and Cioranescu et al. (2012), while that for the quasilinear problem in a fixed domain was considered by (Zeidler, 1990). Existence results for the parabolic problem in a two-component domain with imperfect interface have been proven by Jose (2009) and for the corresponding elliptic problem by Beltran (2014tru). Estimates and bounds for solutions of certain quasilinear parabolic partial differential equations were shown by Trudinger (1968), Ikeda (1967), and Arima (1966). Moreover, bounds for solutions of some linear and quasilinear cases were presented by Cipriani (2001). As shown by Poretta (1999), existence results for nonlinear parabolic equations can be obtained by proving strong convergence of truncations of solutions.

In this study, the existence of the weak solution to problem (1) (which is posed in a perforated domain) is shown using the Faedo-Galerkin method. This method involves defining an approximate problem in a finite-dimensional space. The partial differential equation is reduced to an infinite system of ordinary differential equations. Estimates are obtained and shown to converge to the solution of the original problem. The Faedo-Galerkin method has been used for parabolic problems in fixed domains. It was used for the linear case by Cioranescu and Donato (1999) and Cioranescu et al. (2012) and for the quasilinear case in fixed domain by Zeidler (1990).

In Section 2, we present the geometric setting and assumptions for the problem. We also give the variational formulation and the approximate problem. In Section 3, we establish the existence and uniqueness of the weak solution to problem (1).

## PRELIMINARIES

In this section, we discuss the notations and concepts necessary to prove the main result.

We consider the domain illustrated in Figure 1. Here, $\mathrm{O}_{0}$ is an open subset of $\mathbb{R}^{N}$ with boundary and $\mathrm{O}_{1}$ is an open subset, such that $\overline{\mathcal{O}_{1}} \subset \mathcal{O}_{0}$ with boundary $\Gamma_{1}=\partial \mathcal{O}_{1}$. We set $\mathcal{O}:=\mathcal{O}_{0} \backslash \overline{\mathcal{O}_{1}}$. Then, $\partial \mathcal{O}=\Gamma_{0} \cup \Gamma_{1}$ and $\Gamma_{0} \cap \Gamma_{1}=\varnothing$.


Figure 1. The perforated domain.

We will use the notion of an evolution triple to define the spaces where the solution of problem (1) exists.

Definition 2.1. Let $V$ be a real separable and reflexive Banach space, $B$ a real, separable Hilbert space, and $V^{\prime}$ the dual of $V$. If the embedding $V \subseteq B$ is continuous, that is,

$$
\|\mathcal{v}\|_{B} \leq c\|v\|_{V} \text { for some } c \text { and for all } v \in V \text {, }
$$

then we call $V \subseteq B \subseteq V^{\prime}$ an evolution triple.
It is known that problem (1) does not always have a solution in the space of regular functions; hence, we introduce suitable spaces where weak solutions for problem (1) exist.

Let

$$
\begin{equation*}
V=\left\{\varphi \in H^{1}(\mathcal{O}) \mid \varphi=0 \text { on } \Gamma_{0}\right\} \text { and } B=L^{2}(\mathcal{O}) \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
\|\varphi\|_{V}=\|\nabla \varphi\|_{L^{2}(\mathcal{O})} \tag{3}
\end{equation*}
$$

Let $\left\{w_{1}, w_{2}, \ldots\right\}$ be a basis of $V$ and $B_{n}=\operatorname{span}\left\{w_{1}, w_{2}, \ldots\right\}$. Clearly, $B_{n} \subseteq V \subseteq B$. Also, observe that $V \subseteq B \subseteq V^{\prime}$ is an evolution triple (see Remark 3.44 of Cioranescu and Donato (1999)).

We consider the space given by

$$
\begin{equation*}
\mathcal{W}=\left\{v \in L^{2}(0, T ; V), v^{\prime} \in L^{2}\left(0, T ; V^{\prime}\right)\right\}, \tag{4}
\end{equation*}
$$

equipped with the norm

$$
\begin{equation*}
\|v\|_{\mathcal{W}}=\|v\|_{L^{2}(0, T ; V)}+\left\|v^{\prime}\right\|_{L^{2}\left(0, T ; V^{\prime}\right)} . \tag{5}
\end{equation*}
$$

It is known that the space W satisfies the following (see for instance Cioranescu and Donato (1999), and Cioranescu et al. (2012)):

1. The inclusion $\mathcal{W} \subset C^{0}\left(0, T ; L^{2}(\mathcal{O})\right)$ is continuous.
2. The inclusion $\mathcal{W} \subset L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)$ is compact.
3. For " and " in W, the following differentiation formula holds:

$$
\frac{d}{d t} \int_{\Omega} u(x, t) v(x, t) d x=\left\langle u^{\prime}(\cdot, t), v(\cdot, t)\right\rangle_{V^{\prime}, V}+\left\langle v^{\prime}(\cdot, t), u(\cdot, t)\right\rangle_{V^{\prime}, V} .
$$

For problem (1), we make the following assumptions:
H1. Suppose $f, g$ are functions, such that

1. $f \in L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)$, and
2. $g \in L^{2}\left(0, T ; L^{2}\left(\Gamma_{1}\right)\right)$.

H2. Let $A:(x, t) \in \mathcal{O} \times \mathbb{R} \mapsto A(x, t)=a_{i j}(x, t)_{i, j=1, \ldots, N} \in \mathbb{R}^{N^{2}}$ be a matrix field satisfying the following conditions:

1. For every $t \in \mathbb{R}, A(\cdot, t) \in M(\alpha, \beta, \mathcal{O})$, that is,
(i) $(A(x, t) \lambda, \lambda) \geq \alpha|\lambda|^{2}$, and
(ii) $|A(x, t) \lambda| \leq \beta|\lambda|$, for any $\lambda \in \mathbb{R}^{N}$.
2. $A$ is a Caratheodory function, that is,
(i) $t \mapsto A(x, t)$ is continuous for every $x \in \mathrm{O}$, and
(ii) $x \mapsto A(x, t)$ is measurable for every $t \in \mathbb{R}$.

H3. There exists a function $\omega: \mathbb{R} \rightarrow \mathbb{R}$, such that

1. $\omega$ is continuous and nondecreasing, with $\omega(z)>0 \forall z>0$,
2. $\left|A(x, z)-A\left(x, z_{1}\right)\right| \leq \omega\left(\left|z-z_{1}\right|\right)$, a.e. $x \in \mathcal{O}, z \neq z_{1}$, and
3. for any $y>0, \lim _{x \rightarrow 0^{+}} \int_{x}^{y} \frac{d z}{\omega(z)}=+\infty$.

To obtain a weak solution to problem (1), we consider its variational formulation in the appropriate Hilbert space. To get the variational formulation, we multiply the first equation of (1) by an arbitrary test function $v(x) \in V$ and integrate over $\mathcal{O}$, and by applying Green's Theorem, one gets

$$
\begin{gather*}
\int_{\mathcal{O}} u^{\prime}(x, t) v(x) d x+\int_{\mathcal{O}} A(x, u) \nabla u(x, t) \nabla v(x) d x  \tag{6}\\
\quad=\int_{\mathcal{O}} f(x, t) v(x) d x+\int_{\Gamma_{1}} g(x, t) v(x) d \sigma .
\end{gather*}
$$

Hence, solving (1) is equivalent to solving the problem

$$
\left\{\begin{array}{l}
\text { Find } u \in \mathcal{W} \text { such that } \\
\left\langle u^{\prime}(x, t), v(x)\right\rangle_{v^{\prime}, V}+\int_{\mathcal{O}} A(x, u) \nabla u(x, t) \nabla v(x) d x=\int_{\mathcal{O}} f(x, t) v(x) d x \\
\quad+\int_{\Gamma_{1}} g(x, t) v(x) d \sigma \quad \forall v \in V \text { and } t \in(0, T) \\
(x, 0)=u^{0}(x) \text { in } \mathcal{O},
\end{array}\right.
$$

where $\mathcal{W}$ is defined in (4).

Problem (6) is called the variational formulation of (1).
We can also show that, if $u \in C^{2}(\overline{\mathcal{O}})$ and $u$ is a solution of (6), then $u$ is a solution of (1). Indeed, we again apply Green's Theorem to (6) to obtain

$$
\begin{aligned}
& \int_{O} u^{\prime}(x, t) v(x) d x+\sum_{i} \int_{\mathcal{O}} \frac{\partial}{\partial x_{i}}(A(x, u) \nabla u(x, t))_{i} v(x) d x-\int_{\Gamma_{1}} g(x, t) v(x) d \sigma \\
& \quad=\int_{\mathcal{O}} f(x, t) v(x) d x .
\end{aligned}
$$

From classical results (see Cioranescu and Donato (1999)), $u$ satisfies (1).

Remark 2.2. The above computations show that if the solution $u$ is sufficiently regular, then the solution of the variational formulation (6) and the solution of problem (1) are the same, that is, the weak solution is also the solution in the classical sense.

To find the solution of problem (6), which is the weak solution of (1), we apply the Faedo-Galerkin method which is widely used in dealing with parabolic problems (see for example Cioranescu and Donato (1999) and Cioranescu et al. (2012)). We construct the approximate problem as follows.

Let $P_{n}: B \rightarrow B_{n}$ be the orthogonal projection onto $B_{n}$ given by

$$
\begin{equation*}
P_{n}: v \in L^{2}(\mathcal{O}) \mapsto P_{n}(v)=\sum_{j=1}^{n}\left(v, w_{j}\right)_{B}, w_{j} \in B_{n} . \tag{7}
\end{equation*}
$$

By Proposition 6.19 of Cioranescu et al. (2012),

$$
\begin{equation*}
u_{n}^{0}:=P_{n}\left(u^{0}\right) \rightarrow u^{0} \quad \text { strongly in } L^{2}(\mathcal{O}) \tag{8}
\end{equation*}
$$

The Galerkin equations, which give the approximate problem for (6), are given by

$$
\left\{\begin{array}{l}
\text { Find } u_{n}(x, t) \in B_{n} \text { such that }  \tag{9}\\
\left\langle u_{n}^{\prime}(x, t), v(x)\right\rangle_{V^{\prime}, V}+\int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla v(x) d x=\int_{\mathcal{O}} f(x, t) v(x) d x \\
+\int_{\Gamma_{1}} g(x, t) v(x) d \sigma \quad \forall v \in B_{n} \text { and } t \in(0, T) \\
u_{n}(x, 0)=u_{n}^{0}(x) \text { in } \mathcal{O} .
\end{array}\right.
$$

This is equivalent to

$$
\left\{\begin{array}{l}
\text { Find } u_{n}(x, t)=\sum_{j=1}^{n} c_{j}^{n}(t) w_{j}(x) \in L^{2}(0, T ; V) \text { such that } \\
\int_{\mathcal{O}} u_{n}^{\prime}(x, t) w_{k}(x) d x+\int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla w_{k}(x) d x=\int_{\mathcal{O}} f(x, t) w_{k}(x) d x  \tag{10}\\
\quad+\int_{\Gamma_{1}} g(x, t) w_{k}(x) d \sigma \quad \forall k=1, \ldots, n \text { and for a.e. } t \in(0, T), w_{k} \in V, \\
u_{n}(x, 0)=u_{n}^{0}(x) \operatorname{in} \mathcal{O} .
\end{array}\right.
$$

which is also equivalent to the following first-order system of ordinary differential equations:

$$
\left\{\begin{array}{l}
\frac{d c_{k}^{n}}{d t}(t)+\sum_{j=1}^{n} c_{j}^{n}(t) \int_{\mathcal{O}} A\left(x, \sum_{j=1}^{n} c_{j}^{n}(t) w_{j}(x)\right) \nabla w_{j}(x) \nabla w_{k}(x) d x=\int_{\mathcal{O}} f(x, t) w_{k}(x) d x \\
+\int_{\Gamma_{1}} g(x, t) w_{k}(x) d \sigma \forall k=1,2, \ldots n \text { and for a.e. } t \in(0, T), w_{k} \in V \\
u_{k}^{n}(0)=\left(u^{0}, w_{k}\right) .
\end{array}\right.
$$

This system admits a unique solution $c_{1}^{n}, \ldots c_{k}^{n}$ on [ $0, T$ ] (see Zeidler (1990), p.781). Thus, (10) has a unique solution $u_{n}(x, t) \in L^{2}\left(0, T ; B_{n}\right)$ with $u_{n}^{\prime}(x, t) \in L^{2}\left(0, T ; B_{n^{\prime}}\right)$. Note that, since $B_{n} \subseteq V \subseteq B \subseteq V^{\prime}$, it follows that $u_{n} \in L^{2}(0, T ; V)$ and $u_{n}^{\prime} \in L^{2}\left(0, T ; V^{\prime}\right)$.

Remark 2.3. In the discussions that follow, we denote any arbitrary constant independent of $n$ by $C$.

## MAIN RESULT

This section presents the existence and uniqueness of the solution to problem (6), as well as the a priori estimates of the solution $u_{n}$ and $u_{n}{ }^{\prime}$ of the approximate problem (9). These estimates are shown to converge to the solution of the original problem. For uniqueness of the solution, we use the method introduced by Chipot (2009).

First, we show the a priori estimates of the solution $u_{n}$ of problem (10).
Proposition 3.1. Let $u_{n}$ be the solution of problem (9). Then,

$$
\begin{equation*}
\left\|u_{n}(x, t)\right\|_{L^{\infty}\left(0, T ; I^{2}(O)\right)}+\left\|u_{n}(x, t)\right\|_{L^{2}(0, T ; V)} \leq C, \tag{11}
\end{equation*}
$$

where $C$ depends on $\alpha, \beta, \mathcal{O}$, and $T$, but is independent of $n$.
Proof. We fix $t \in[0, T]$, multiply (10) by $c_{k}^{n} \in C([0, T])$, and sum over $k$ from 1 to $n$ to get

$$
\begin{gather*}
\int_{\mathcal{O}} u_{n}^{\prime}(x, t) u_{n}(x, t) d x+\int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla u_{n}(x, t) d x \\
=\int_{\mathcal{O}} f(x, t) u_{n}(x, t) d x+\int_{\Gamma_{1}} g(x, t) u_{n}(x, t) d \sigma . \tag{12}
\end{gather*}
$$

From assumption $\mathrm{H} 2(1)$, we have

$$
\begin{aligned}
\int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla u_{n}(x, t) d x & \geq \int_{0} \alpha\left|\nabla u_{n}(x, t)\right|^{2} d t \\
& =\alpha\left\|\nabla u_{n}\right\|_{L^{2}(\mathcal{O})}^{2} .
\end{aligned}
$$

Also, one has

$$
\frac{1}{2} \frac{d}{d t}\left\|u_{n}(x, t)\right\|_{L^{2}(O)}^{2}=\int_{O} u_{n}^{\prime}(x, t) u_{n}(x, t) d x
$$

so that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2}+\alpha\left\|\nabla u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2} \\
& \leq \int_{\mathcal{O}} u_{n}^{\prime}(x, t) u_{n}(x, t) d x+\int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla u_{n}(x, t) d x \\
& =\int_{\mathcal{O}} f(x, t) u_{n}(x, t) d x+\int_{\Gamma_{1}} g(x, t) u_{n}(x, t) d \sigma .
\end{aligned}
$$

Using the Cauchy-Schwarz and Poincaré inequalities, the Trace Theorem, and in view of (3), it follows that
$\frac{d}{d t}\left\|u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2}+2 \alpha\left\|u_{n}(x, t)\right\|_{V}^{2} \leq C\left(\|f(x, t)\|_{L^{2}(\mathcal{O})}+\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}\right)\left\|u_{n}(x, t)\right\|_{H^{1}(\mathcal{O})}$
where $C$ is a constant independent of $n$.

Since

$$
\left\|u_{n}(x, t)\right\|_{H^{1}(\mathcal{O})}^{2}=\left\|u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2}+\left\|\nabla u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2},
$$

and using the Poincaré inequality and (3), we have

$$
\begin{align*}
\left\|u_{n}(x, t)\right\|_{H^{1}(\mathcal{O})}^{2} & =\left\|u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2}+\left\|\nabla u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2} \\
& \leq C\left\|\nabla u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2}+\left\|\nabla u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2}  \tag{14}\\
& =C\left\|u_{n}(x, t)\right\|_{V}^{2}+\left\|u_{n}(x, t)\right\|_{V}^{2} \\
& =C\left\|u_{n}(x, t)\right\|_{V}^{2},
\end{align*}
$$

for some $C$ depending on $\mathcal{O}$.
Using $\eta=\frac{C}{\alpha}$ in Young's inequality $a b \leq \frac{\eta}{2} a^{2}+\frac{1}{2 \eta} b^{2}$ for all $\eta \geq 0$, we get from (13),

$$
\begin{align*}
& \frac{d}{d t}\left\|u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2}+2 \alpha\left\|u_{n}(x, t)\right\|_{V}^{2}  \tag{15}\\
& \leq \frac{C}{\alpha}\left(\|f(x, t)\|_{L^{2}(\mathcal{O})}+\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}\right)^{2}+\frac{\alpha}{C}\left\|u_{n}(x, t)\right\|_{H^{1}(\mathcal{O})}^{2},
\end{align*}
$$

where $C$ is a constant independent of $n$.

Combining (14) and (15) yields

$$
\frac{d}{d t}\left\|u_{n}(x, t)\right\|_{L^{2}(\mathcal{O})}^{2}+\alpha\left\|u_{n}(x, t)\right\|_{V}^{2} \leq \frac{C}{\alpha}\left(\|f(x, t)\|_{L^{2}(\mathcal{O})}+\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}\right)^{2} .
$$

We fix $s \in[0, T]$ and integrate (15) on ( $0, s$ ) to obtain

$$
\begin{aligned}
& \left\|u_{n}(x, s)\right\|_{L^{2}(\mathcal{O})}^{2}+\alpha \int_{0}^{s}\left\|u_{n}(x, t)\right\|_{V}^{2} d t \\
& \leq\left\|u_{n}(x, 0)\right\|_{L^{2}(\mathcal{O})}^{2}+\frac{C}{\alpha} \int_{0}^{s}\left(\|f(x, t)\|_{L^{2}(\mathcal{O})}+\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}\right)^{2} d t \\
& =\left\|u_{n}(x, 0)\right\|_{L^{2}(\mathcal{O})}^{2}+\frac{C}{\alpha}\left(\int_{0}^{s}\|f(x, t)\|_{L^{2}(\mathcal{O})}^{2} d t+\int_{0}^{s}\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}^{2} d t\right) \\
& \quad+\frac{2 C}{\alpha} \int_{0}^{s}\left(\|f(x, t)\|_{L^{2}(\mathcal{O})}\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}\right) d t .
\end{aligned}
$$

This, together with assumption H 1 and (8), implies $u_{n} \in L^{\infty}\left(0, T ; L^{2}(\mathcal{O})\right) \cap L^{2}(0, T ; V)$ with

$$
\begin{align*}
& \left\|u_{n}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathcal{O})\right)}+\left\|u_{n}(x, t)\right\|_{L^{2}(0, T ; V)} \\
& \leq C\left(\left\|u_{n}(x, 0)\right\|_{L^{2}(\mathcal{O})}+\|f(x, t)\|_{L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)}+\|g(x, t)\|_{L^{2}\left(0, T ; L^{2}\left(\Gamma_{1}\right)\right)}\right.  \tag{16}\\
& \left.\quad+\|f(x, t)\|_{L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)}\|g(x, t)\|_{L^{2}\left(0, T ; L^{2}\left(\Gamma_{1}\right)\right)}\right) .
\end{align*}
$$

Hence, we obtain (11).

Next, we show the a priori estimates of $u_{n}^{\prime}$, the derivative of $u_{n}$, with respect to time.

Proposition 3.2. Let $u_{n}$ be the solution of (9) with $u_{n}^{\prime}$ its derivative with respect to time. Then,

$$
\begin{equation*}
\left\|u_{n}^{\prime}(x, t)\right\|_{L^{2}\left(0, T ; V^{\prime}\right)} \leq C, \tag{17}
\end{equation*}
$$

where $C$ depends on $\alpha, \beta, \mathcal{O}$ and $T$, but is independent of $n$.

Proof. Let $v \in V$. From (7), we have

$$
\begin{equation*}
v-P_{n}(v) \in B_{n}^{\perp} \quad \text { and } \quad\left\|P_{n}(v)\right\|_{V} \leq\|v\|_{V} \text {, } \tag{18}
\end{equation*}
$$

then from (9),

$$
\begin{aligned}
& \left\langle u_{n}^{\prime}(x, t), v(x)\right\rangle_{V^{\prime}, V}+\int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla\left(P_{n}(v(x))\right) d x \\
& =\left(u_{n}^{\prime}(x, t), v(x)_{L^{2}(\mathcal{O})}+\int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla\left(P_{n}(v(x))\right) d x\right. \\
& =\left(u_{n}^{\prime}(x, t), P_{n}(v)\right)_{L^{2}(\mathcal{O})}+\int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla\left(P_{n}(v(x))\right) d x \\
& =\int_{0} f(x, t)\left(P_{n}(v(x))\right) d x+\int_{\Gamma_{1}} g(x, t) P_{n}(v(x)) d x .
\end{aligned}
$$

Using assumption H2(1), the Cauchy-Schwarz and Poincaré inequalities, (3), and (18), we obtain

$$
\begin{aligned}
\left|\left\langle u_{n}^{\prime}(x, t), v\right\rangle_{V^{\prime}, V}\right| \leq & C\left(\|f(x, t)\|_{L^{2}(\mathcal{O})}+\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}\right)\left\|P_{n}(v(x))\right\|_{V} \\
& +\beta\left\|u_{n}(x, t)\right\|_{V}\left\|P_{n}(v(x))\right\|_{V} \\
\leq & {\left.\left[C\left(\|f(x, t)\|_{L^{2}(O)}+\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}\right)+\beta\left\|u_{n}(x, t)\right\|_{V}\right)\right]\|v(x)\|_{V}, }
\end{aligned}
$$

where $C$ is a constant independent of $n$. It follows that

$$
\left\|u_{n}^{\prime}(x, t)\right\|_{V^{\prime}} \leq C\left(\|f(x, t)\|_{L^{2}(\mathcal{O})}+\|g(x, t)\|_{L^{2}\left(\Gamma_{1}\right)}\right)+\beta\left\|u_{n}(x, t)\right\|_{V} .
$$

Integrating on $[0, T]$ with respect to $t$, we have

$$
\begin{gather*}
\left\|u_{n}^{\prime}\left(x, t^{\prime}\right)\right\|_{L^{2}\left(0, T: V^{\prime}\right)} \leq C\left(\|f(x, t)\|_{L^{2}\left(0, T: L^{2}(\mathcal{O})\right)}+\|g(x, t)\|_{L^{2}\left(0, T: L^{2}\left(\Gamma_{1}\right)\right)}\right)  \tag{19}\\
+\beta\left\|u_{n}(x, t)\right\|_{L^{2}(0, T ; V)} .
\end{gather*}
$$

This, together with (11), yields (17).

We now state our main result.

Theorem 3.3. Under assumptions $\mathrm{H} 1-\mathrm{H} 3$, problem (1) has a unique solution $u \in \mathcal{W}$. Moreover, there exists a constant $C$ depending on $\alpha, \mathcal{O}, T$, such that

$$
\begin{equation*}
\|u(x, t)\|_{L^{\infty}\left(0, T ; L^{2}(\mathcal{O})\right)}+\|u(x, t)\|_{W} \leq C . \tag{20}
\end{equation*}
$$

Proof. The theorem is established in four steps.

Step 1. Existence of the solution.

By the estimates obtained in Proposition 3.1 and Proposition 3.2, and using EberleinSimuljan Theorem, there exists a subsequence, still denoted by $\left\{u_{n}\right\} \in L^{\infty}\left(0, T ; L^{2}(\mathcal{O})\right)$ and $u \in L^{2}(0, T ; V) \cap L^{\infty}\left(0, T ; L^{2}(\mathcal{O})\right)$, such that

$$
\begin{array}{llll}
\text { (i) } & u_{n} \rightharpoonup u & \text { weakly* in } & L^{\infty}\left(0, T ; L^{2}(\mathcal{O})\right), \\
\text { (ii) } & u_{n} \stackrel{\rightharpoonup}{\rightharpoonup} u & \text { weaklyin } & L^{2}(0, T ; V),  \tag{21}\\
\text { (iii) } & u_{n}^{\prime} \stackrel{\rightharpoonup}{\rightharpoonup} u^{\prime} & \text { weakly in } & L^{2}\left(0, T ; V^{\prime}\right) .
\end{array}
$$

Since $u_{n}$ is bounded and $\mathcal{W}$ is compact in $L^{2}\left(0, T ; L^{2}(\mathrm{O})\right)$, then there exists some $U \in L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)$, such that

$$
u_{n} \rightarrow U \text { strongly in } L^{2}\left(0, T ; L^{2}(\mathrm{O})\right) .
$$

From (21)(ii), it follows that

$$
U=u .
$$

Hence,

$$
u_{n} \rightarrow u \quad \text { strongly in } L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)
$$

and so there exists a subsequence, still denoted by $\left\{u_{n}\right\} \in L^{\infty}\left(0, T ; L^{2}(\mathcal{O})\right)$, such that

$$
u_{n} \rightarrow u \quad \text { strongly in } L^{2}(\mathcal{O})
$$

Now, since, $A$ satisfies H 2 , we have

$$
A\left(x, u_{n}\right) \rightarrow A(x, u) \quad \text { strongly in } L^{2}(\mathcal{O})
$$

so that for every $w_{k} \in V$,
${ }^{t} A\left(x, u_{n}\right) \nabla w_{k} \rightarrow{ }^{t} A(x, u) \nabla w_{k}$ strongly in $L^{2}(\mathrm{O})$.
Note also that from (21)(ii),

$$
\nabla u_{n} \rightarrow \nabla u \text { weakly in }\left[L^{2}(0, T ; V)\right]^{N} .
$$

Hence, by the Lebesgue Dominated Convergence Theorem,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{0}^{T} \int_{0} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla w_{k}(x) d x d t \\
& =\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{0}^{t} A\left(x, u_{n}\right) \nabla w_{k}(x) \nabla u_{n}(x, t) d x d t  \tag{23}\\
& =\int_{0}^{T} \int_{0}^{t} A(x, u) \nabla w_{k}(x) \nabla u(x, t) d x d t \\
& =\int_{0}^{T} \int_{0} A(x, u) \nabla u(x, t) \nabla w_{k}(x) d x d t .
\end{align*}
$$

Next, let $\xi$ be a continuously differentiable function of $t$. Multiplying the approximate problem (10) by this function and integrating on [ $0, T$ ], we have

$$
\begin{align*}
& \int_{0}^{T} \int_{0} u_{n}^{\prime}(x, t) w_{k}(x) \xi(t) d x d t+\int_{0}^{T} \int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla w_{k}(x) \xi(t) d x d t  \tag{24}\\
& =\int_{0}^{T} \int_{\mathcal{O}} f(x, t) w_{k}(x) \xi(t) d x d t+\int_{0}^{T} \int_{\Gamma_{1}} g(x, t) w_{k}(x) \xi(t) d \sigma d t .
\end{align*}
$$

Passing to the limit as $n \rightarrow \infty$ using (21), (22) and (23), we obtain

$$
\begin{aligned}
& \int_{0}^{T} \int_{0} u^{\prime}(x, t) w_{k}(x) \xi(t) d x d t+\int_{0}^{T} \int_{0} A(x, u) \nabla u(x, t) \nabla w_{k}(x) \xi(t) d x d t \\
& =\int_{0}^{T} \int_{0} f(x, t) w_{k}(x) \xi(t) d x d t+\int_{0}^{T} \int_{\Gamma_{1}} g(x, t) w_{k}(x) \xi(t) d \sigma d t .
\end{aligned}
$$

Since $\left\{w_{1}, w_{2}, \ldots\right\}$ is a basis for $V$, then for all $v(x) \in V$,

$$
\begin{align*}
& \int_{0}^{T}\left\langle u^{\prime}(x, t), \xi(t) v(x)\right\rangle_{V V} d t+\int_{0}^{T} \int_{0} A(x, u) \nabla u(x, t) \nabla v(x) \xi(t) d x d t \\
& =\int_{0}^{T} \int_{0} f(x, t) v(x) \xi(t) d x d t+\int_{0}^{T} \int_{\Gamma_{1}} g(x, t) v(x) \xi(t) d \sigma d t, \tag{25}
\end{align*}
$$

which shows that $u$ is a solution of (6).
Step 2. Satisfaction of the initial condition.

Now, we show that $u$ satisfies the initial condition $u(x, 0)=u^{0}(x)$. Let $\xi(0)=1$ and $\xi(T)=0$. Integrating the first term of (24) by parts with respect to $t$, we get

$$
\begin{aligned}
& -\int_{\mathcal{O}} u_{n}(x, 0) w_{k}(x) d x-\int_{0}^{T} \int_{\mathcal{O}} u_{n}(x, t) \xi^{\prime}(t) w_{k}(x) d x d t \\
& \quad \quad \quad \int_{0}^{T} \int_{\mathcal{O}} A\left(x, u_{n}\right) \nabla u_{n}(x, t) \nabla w_{k}(x) \xi(t) d x d t \\
& =\int_{0}^{T} \int_{\mathcal{O}} f(x, t) w_{k}(x) \xi(t) d x d t+\int_{0}^{T} \int_{\Gamma_{1}} g(x, t) w_{k}(x) \xi(t) d \sigma d t .
\end{aligned}
$$

In view of (8) and (22), passing to the limit as $n \rightarrow \infty$ in this equation gives

$$
\begin{aligned}
& -\int_{0}^{T} \int_{\mathcal{O}} u(x, t) \xi^{\prime}(t) w_{k}(x) d x d t-\int_{O} u^{0}(x) w_{k}(x) d x \\
& \quad \quad+\int_{0}^{T} \int_{\mathcal{O}} A(x, u) \nabla u(x, t) w_{k}(x) \xi(t) d x d t \\
& =\int_{0}^{T} \int_{\mathcal{O}} f(x, t) w_{k}(x) \xi(t) d x d t+\int_{0}^{T} \int_{\Gamma_{1}} g(x, t) w_{k}(x) \xi(t) d \sigma d t .
\end{aligned}
$$

Again, for all $v \in V$, we have

$$
\begin{align*}
& -\int_{0}^{T} \int_{O} u(x, t) \xi^{\prime}(t) v(x) d x d t-\int_{O} u^{0}(x) v(x) d x \\
& \quad \quad \quad \int_{0}^{T} \int_{\mathcal{O}} A(x, u) \nabla u(x, t) \nabla v(x) \xi(t) d x d t  \tag{26}\\
& =\int_{0}^{T} \int_{0} f(x, t) v(x) \xi(t) d x d t+\int_{0}^{T} \int_{\Gamma_{1}} g(x, t) v(x) \xi(t) d \sigma d t .
\end{align*}
$$

Subtracting this from (25), we get
$\int_{0}^{T}\left\langle u^{\prime}(x, t), \xi(t) v(x)\right\rangle_{V^{\prime}, V}+\int_{0}^{T} \int_{0} u(x, t) \xi^{\prime}(t) v(x) d x d t+\int_{0} u^{0}(x) v(x) d x=0$.

On the other hand, differentiating $\int_{0} u(x, t) \xi(t) v(x) d x$ with respect to $t$, we obtain

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathcal{O}} u(x, t) \xi(t) v(x) d x \\
& =\left\langle u^{\prime}(x, t), \xi(t) v(x)\right\rangle_{V^{\prime}, V}+\left\langle\xi^{\prime}(t) v(x), u(x, t),\right\rangle_{V^{\prime}, V} \\
& =\left\langle u^{\prime}(x, t), \xi(t) v(x)\right\rangle_{V^{\prime}, V}+\int_{\mathcal{O}} u(x, t) \xi^{\prime}(t) v(x) d x .
\end{aligned}
$$

Integrating this equation with respect to $t$ over [ $0, \mathrm{~T}]$, we obtain

$$
\int_{0}^{T} \int_{\mathcal{O}} u(x, t) \xi^{\prime}(t) v(x) d x+\int_{0}^{T}\left\langle u^{\prime}(x, t), \xi(t) v(x)\right\rangle_{V^{\prime}, V}=-\int_{0} u(x, 0) v(x) d x .
$$

This, together with (27), gives

$$
\int_{0} u^{0}(x) v(x) d x=\int_{0} u(x, 0) v(x) d x
$$

and hence, $u^{0}(x)=u(x, 0)$, which implies that $u$ satisfies (6).

Step 3. A priori estimates on $u$.

From (21), we have

$$
\begin{aligned}
\|u(x, t)\|_{L^{\infty}\left(0, T: L^{2}(O)\right)} & \leq \liminf _{n \rightarrow \infty}\left\|u_{n}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(O)\right)} \\
\|u(x, t)\|_{L^{2}(0, T: V)} & \leq \liminf _{n \rightarrow \infty}\left\|u_{n}(x, t)\right\|_{L^{2}(0, T: V)} \\
\left\|u^{\prime}(x, t)\right\|_{L^{2}\left(0, T ; V^{\prime}\right)} & \leq \liminf _{n \rightarrow \infty}\left\|u_{n}^{\prime}(x, t)\right\|_{L^{2}\left(0, T: V^{\prime}\right)} .
\end{aligned}
$$

Using (16) and (19), we obtain

$$
\begin{align*}
& \|u(x, t)\|_{L^{\infty}\left(0, T: L^{2}(O)\right)}+\|u(x, t)\|_{\mathcal{W}} \\
& \left.\leq c \lim _{n \rightarrow \infty}\left\|u_{n}(x, 0)\right\|_{L^{2}(\mathcal{O})}+\|f(x, t)\|_{L^{2}\left(0, T: L^{2}(\mathcal{O})\right)}+\|g(x, t)\|_{L^{2}\left(0, T: L^{2}\left(\Gamma_{1}\right)\right)}\right) \\
& \quad+\|f(x, t)\|_{L^{2}\left(0, T: L^{2}(\mathcal{O})\right)}\|g(x, t)\|_{L^{2}\left(0, T ; L^{2}\left(\Gamma_{1}\right)\right)} \\
& \leq c\left(\left\|u_{0}\right\|_{L^{2}(\mathcal{O})}+\|f(x, t)\|_{L^{2}\left(0, T: L^{2}(\mathcal{O})\right)}+\|g(x, t)\|_{L^{2}\left(0, T: L^{2}\left(\Gamma_{1}\right)\right)} \quad+\|f(x, t)\|_{L^{2}\left(0, T: L^{2}(\mathcal{O})\right)}\|g(x, t)\|_{L^{2}\left(0, T ; L^{2}\left(\Gamma_{1}\right)\right)}\right) \tag{28}
\end{align*}
$$

which gives (20).

Step 4. Uniqueness of the solution.

We now show the uniqueness of the solution of (6). We follow the procedure introduced by Chipot (2009) (see also Cabarrubias and Donato (2011)).

Suppose $u_{1}$ and $u_{2}$ are solutions of (6). Without loss of generality, we can assume that $u_{1}^{\prime}(x, t)-u_{2}^{\prime}(x, t) \geq 0$ a.e. Then for every $v(x) \in V$,

$$
\begin{aligned}
& \int_{\mathcal{O}} u_{1}^{\prime}(x, t) v(x) d x+\int_{\mathcal{O}} A\left(x, u_{1}\right) \nabla u_{1}(x, t) \nabla v(x) d x \\
& =\int_{\mathcal{O}} f(x, t) v(x) d x+\int_{\Gamma_{1}} g(x, t) v(x) d \sigma
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{0} u_{2}^{\prime}(x, t) v(x) d x+\int_{\mathcal{O}} A\left(x, u_{2}\right) \nabla u_{2}(x, t) \nabla v(x) d x \\
& =\int_{\mathcal{O}} f(x, t) v(x) d x+\int_{\Gamma_{1}} g(x, t) v(x) d \sigma .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \int_{\mathcal{O}} u_{1}^{\prime}(x, t) v(x) d x+\int_{\mathcal{O}} A\left(x, u_{1}\right) \nabla u_{1}(x, t) \nabla v(x) d x \\
& =\int_{\mathcal{O}} u_{2}^{\prime}(x, t) v(x) d x+\int_{\mathcal{O}} A\left(x, u_{2}\right) \nabla u_{2}(x, t) \nabla v(x) d x,
\end{aligned}
$$

which can be rewritten as

$$
\begin{align*}
& \int_{\mathcal{O}}\left[u_{1}^{\prime}(x, t)-u_{2}^{\prime}(x, t)\right] v(x) d x+\int_{\mathcal{O}} A\left(x, u_{1}\right) \nabla u_{1}(x, t) \nabla v(x) d x \\
& =\int_{\mathcal{O}} A\left(x, u_{2}\right) \nabla u_{2}(x, t) \nabla v(x) d x . \tag{29}
\end{align*}
$$

Let $\delta>0$. As in Chipot (2009), we define

$$
F_{\delta}(x)=\left\{\begin{array}{cc}
\int_{\delta}^{x} \frac{d z}{\omega^{2}(z)} & \text { if } x \geq \delta  \tag{30}\\
0 & \text { otherwise }
\end{array}\right.
$$

where $\omega(z)$ is given in H 3 . Note that $F_{\delta}(x)$ is a continuous $C^{1}$ function, such that

$$
\left|F_{\delta}^{\prime}(x)\right| \leq \frac{1}{\omega^{2}(\delta)}
$$

for all $x>\delta$. It follows from classical results (see Corollary 2.15 of Chipot (2009)) that $F_{\delta}\left(u_{1}-u_{2}\right) \in V$ and

$$
\begin{equation*}
\nabla\left(F_{\delta}\left(u_{1}-u_{2}\right)\right)=F_{\delta}^{\prime}\left(u_{1}-u_{2}\right) \nabla\left(u_{1}-u_{2}\right) . \tag{31}
\end{equation*}
$$

We set

$$
E=\left[u_{1}-u_{2}>\delta\right]:=\left\{x \in \mathcal{O} \mid\left(u_{1}-u_{2}\right)(x)>\delta\right\}
$$

Taking $v=F_{\delta}\left(u_{1}-u_{2}\right)$ in (29) as test function and subtracting

$$
\int_{0} A\left(x, u_{1}\right) \nabla u_{2} \nabla F_{\delta}\left(u_{1}-u_{2}\right) d x
$$

on both sides of (29), we get

$$
\begin{align*}
& \int_{\mathcal{O}}\left(u_{1}^{\prime}-u_{2}^{\prime}\right) F_{\delta}\left(u_{1}-u_{2}\right) d x+\int_{\mathcal{O}} A\left(x, u_{1}\right) \nabla\left(u_{1}-u_{2}\right) \nabla F_{\delta}\left(u_{1}-u_{2}\right) d x  \tag{32}\\
& =-\int_{\mathcal{O}}\left[A\left(x, u_{1}\right)-A\left(x, u_{2}\right)\right] \nabla u_{2} \nabla F_{\delta}\left(u_{1}-u_{2}\right) d x .
\end{align*}
$$

From our assumption on $u_{1}^{\prime}-u_{2}^{\prime}$ and $F_{\delta}$, we have the first term of (32) positive so that

$$
\begin{aligned}
& \int_{\mathcal{O}} A\left(x, u_{1}\right) \nabla\left(u_{1}-u_{2}\right) \nabla F_{\delta}\left(u_{1}-u_{2}\right) d x \\
& \leq-\int_{\mathcal{O}}\left[A\left(x, u_{1}\right)-A\left(x, u_{2}\right)\right] \nabla u_{2} \nabla F_{\delta}\left(u_{1}-u_{2}\right) d x
\end{aligned}
$$

This, together with (30) and (31), yields

$$
\begin{aligned}
& \int_{E} A\left(x, u_{1}\right) \frac{1}{\omega^{2}\left(u_{1}-u_{2}\right)} \nabla\left(u_{1}-u_{2}\right) \nabla\left(u_{1}-u_{2}\right) d x \\
& \leq-\int_{E}\left[A\left(x, u_{1}\right)-A\left(x, u_{2}\right)\right] \frac{1}{\omega^{2}\left(u_{1}-u_{2}\right)} \nabla u_{2} \nabla\left(u_{1}-u_{2}\right) d x .
\end{aligned}
$$

We follow similar computations as in Cabarrubias and Donato (2011).

Using H2(1), H3(2), and the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
& \alpha \int_{E} \frac{\left|\nabla\left(u_{1}-u_{2}\right)\right|^{2}}{\omega^{2}\left(u_{1}-u_{2}\right)} d x \\
& \leq \int_{E} A\left(x, u_{1}\right) \frac{1}{\omega^{2}\left(u_{1}-u_{2}\right)} \nabla\left(u_{1}-u_{2}\right) \nabla\left(u_{1}-u_{2}\right) d x \\
& \leq-\int_{E}\left[A\left(x, u_{1}\right)-A\left(x, u_{2}\right)\right] \frac{1}{\omega^{2}\left(u_{1}-u_{2}\right)} \nabla u_{2} \nabla\left(u_{1}-u_{2}\right) d x . \\
& \leq \int_{E} \frac{\left|A\left(x, u_{1}\right)-A\left(x, u_{2}\right)\right|\left|\nabla u_{2}\right|\left|\nabla\left(u_{1}-u_{2}\right)\right|}{\omega^{2}\left(u_{1}-u_{2}\right)} d x \\
& \leq \int_{E}\left|\nabla u_{2}\right| \frac{\left|\nabla\left(u_{1}-u_{2}\right)\right|}{\omega\left(u_{1}-u_{2}\right)} d x \\
& \leq\left(\int_{E}\left|\nabla u_{2}\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{E}\left|\frac{\nabla\left(u_{1}-u_{2}\right)}{\omega\left(u_{1}-u_{2}\right)}\right|^{2} d x\right)^{\frac{1}{2}} .
\end{aligned}
$$

It follows that

$$
\alpha\left\|\frac{\nabla\left(u_{1}-u_{2}\right)}{\omega\left(u_{1}-u_{2}\right)}\right\|_{L^{2}(E)}^{2} \leq\left\|\nabla u_{2}\right\|_{L^{2}(E)}\left\|\frac{\nabla\left(u_{1}-u_{2}\right)}{\omega\left(u_{1}-u_{2}\right)}\right\|_{L^{2}(E)},
$$

which implies

$$
\begin{equation*}
\left\|\frac{\nabla\left(u_{1}-u_{2}\right)}{\omega\left(u_{1}-u_{2}\right)}\right\|_{L^{2}(E)} \leq c\left\|\nabla u_{2}\right\|_{L^{2}(E)} \leq c\left\|\nabla u_{2}\right\|_{L^{2}(\mathcal{O})} \leq C, \tag{33}
\end{equation*}
$$

for some $c$ and $C$ independent of $\delta$. Next, we set

$$
G_{\delta}(y)=\left\{\begin{array}{cc}
\int_{\delta}^{y} \frac{d s}{\omega(s)} & \text { if } y \geq \delta  \tag{34}\\
0 & \text { otherwise }
\end{array}\right.
$$

Again, from classical results (see Corollary 2.15 of Chipot (2009)), $G_{\delta}\left(u_{1}-u_{2}\right) \in V$ and

$$
\begin{equation*}
\nabla\left(G_{\delta}\left(u_{1}-u_{2}\right)\right)=G_{\delta}^{\prime}\left(u_{1}-u_{2}\right) \nabla\left(u_{1}-u_{2}\right) . \tag{35}
\end{equation*}
$$

Using this in (33) yields

$$
\left\|G_{\delta}\left(u_{1}-u_{2}\right)\right\|_{V}=\left\|\nabla\left(G_{\delta}\left(u_{1}-u_{2}\right)\right)\right\|_{L^{2}(O)} \leq C .
$$

Hence, there exists a sequence $\left\{\delta_{k}\right\}$, which converges to 0 as $k \rightarrow+\infty$ and $G \in V$, such that up to a subsequence,

$$
\begin{array}{lll}
G_{\delta_{k}}\left(u_{1}-u_{2}\right) \rightharpoonup G & \text { weakly in } & V, \\
G_{\delta_{k}}\left(u_{1}-u_{2}\right) \rightarrow G & \text { strongly in } & L^{2}(\mathcal{O}), \\
G_{\delta_{k}}\left(u_{1}-u_{2}\right) \rightarrow G & \text { a.e.in } & \mathcal{O} .
\end{array}
$$

It follows that, as $k \rightarrow+\infty$,

$$
\lim _{\delta_{k} \rightarrow 0} G_{\delta_{k}}\left(u_{1}-u_{2}\right)(x)<+\infty, \quad \text { a.e. in } \mathcal{O} .
$$

But the definition in (34) implies that

$$
\lim _{\delta_{k} \rightarrow 0} G_{\delta_{k}}\left(u_{1}-u_{2}\right)(x)=\lim _{\delta_{k} \rightarrow 0} \int_{\xi_{k}}^{\left(u_{1}-u_{2}\right)(x)} \frac{d s}{\omega(s)}=+\infty \quad \text { a.e. in } E \text {. }
$$

This implies that $m(E)=0$, that is,

$$
u_{1}-u_{2} \leq 0
$$

Reversing the roles of $u_{1}$ and $u_{2}$, we get $u_{1}=u_{2}$.

## ACKNOWLEDGEMENT:

The authors would like to express their gratitude to Prof. Patrizia Donato of the University of Rouen, France for proposing the topic and for valuable suggestions to obtain the results. Ms. Aala is indebted to the Commission on Higher Education for her Ph.D. scholarship and to First Asia Institute of Technology and Humanities for its full support to the completion of her study.

## REFERENCES

Amann H. 2005. Nonlocal quasilinear parabolic equations. Uspekhi Matematicheskikh Nauk. 60(6-366):21-32.

André N, Chipot M. 1996. A remark on uniqueness for quasilinear elliptic equations. Banach Center Publications. 33(1):9-18.

Arima R. 1966. Local solutions for quasi-linear parabolic equations. Journal of Mathematics of Kyoto University. 5(3):325-338.

Beltran R. 2014. Homogenization of a quasilinear elliptic problem in a two-component domain with an imperfect interface [master's thesis]. Quezon City: University of the Philippines Diliman.

Cabarrubias B, Donato P. 2011. Existence and uniqueness for a quasilinear elliptic problem with nonlinear Robin conditions. Carpathian Journal of Mathematics. 27(2):173184.

Cioranescu D, Donato P. 1999. An introduction to homogenization. New York: Oxford University Press.

Cioranescu D, Donato P, Roque M. 2012. Introduction to classical and variational partial differential equations. Quezon City: University of the Philippines Press.

Chipot M. 2009. Elliptic equations: An introductory course. Birkhäuser Advanced Texts/ Basler Lehrbücher. Basel: Birkhäuser Verlag.

Cipriani F. 2001. Uniform bounds for solutions to quasilinear parabolic equations. Journal of Differential Equations. 177(1):209-234.

Ikeda Y. 1967. On quasi-linear parabolic equations. Nagoya Mathematical Journal. 30:163-179.

Jose E. 2009. Homogenization of a parabolic problem with an imperfect interface. Revue Roumaine des Mathematiques Pures et Appliquees. 54(3):189-222.

Porretta A. 1999. Existence results for nonlinear parabolic equations via strong convergence of truncations. Annali di Matematica Pura ed Applicata. 177(1):143-172.

Trudinger N. 1968. Pointwise estimates and quasilinear parabolic equations. Communications on Pure and Applied Mathematics. 21(3):205-226.

Vernescu B. 2014. Lecture Notes on Introduction to the Modeling of Viscous Fluids. Summer School on Partial Differential Equations: Analysis, Numerics and Applications to Floods and Tsunamis. Quezon City: University of the Philippines Diliman.

Zeidler E. 1990. Nonlinear functional analysis and its applications. New York: SpringerVerlag.

Ms. Mylen L.Aala [mlaala@firstasia.edu.ph](mailto:mlaala@firstasia.edu.ph) is an Assistant Professor and Chairman of the Mathematics Department of First Asia Institute of Technology and Humanities. She is a graduating Ph.D. Mathematics student at the University of the Philippines Diliman.

Dr. Editha C. Jose is currently an Assistant Professor and Deputy Director of the Institute of Mathematical Sciences and Physics at the University of the Philippines Los Banos. She finished her Ph.D. degree in Mathematics at the University of the Philippines Diliman under a sandwich program with the University of Rouen, France. Her research interests include homogenization and controllability of partial differential equations and mathematical biology.

Dr. Marian P. Roque is a Professor and Director of the Institute of Mathematics at the University of the Philippines Diliman. She has several publications in the area of differential equations and coauthored a graduate textbook on classical and variational partial differential equations. She was awarded the NRCP Achievement Award in Mathematics in 2016.

