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The purpose of this paper is to provide an overview and comparison of three related methods for modelling 
the short-run economic impact of events, namely the partial Input-Output (I-O), Social Accounting Matrix 
(SAM) and Computable General Equilibrium (CGE) models. An analysis of strengths and limitations of these 
different methods suggests that it may be considerations such as the underlying assumptions specific to 
each model, data collection, expected output, research objectives, and costs involved that determine the 
choice of modelling framework. Data from surveys conducted at the Aardklop National Arts Festival during 
2010 were used in the comparative analyses, which were executed by means of two regional (i.e. 
provincial-level) models and one small-region (i.e. place-specific) model constructed for the small town. 
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1 Introduction 
During the early 20th century, the increased popularity of festivals in the United Kingdom (UK) led 
to their expansion into Europe to such an extent that festivals eventually became a global 
phenomenon (Bowdin & Williams, 2007:188). The global increase in the number of arts festivals 
emphasises the collective desire of communities to participate in activities that highlight their 
artistic culture. Schoombie (2003:10) remarks that, by 2003, more than 1.2-million international 
arts and cultural festivals were listed on the Internet. 

Despite this remarkable growth, the financing of festivals is a contentious issue, considering the 
boosting of community support, socio-economic impact and spin-offs that are generated through 
such events. Only a handful of festivals are financially self-supporting, and very few events would 
be able to continue in the absence of sponsorships (Saayman & Saayman, 2012). In most cases, the 
shrinking, and, in some cases, withdrawal, of financial support by local authorities necessitates the 
sourcing of alternative funding from private or corporate sponsors, donors, and public 
contributions in order to ensure the continuance of festivals. In the context of the recent economic 
recession that currently hampers the recovery of global economies, it can be expected that 
sponsorships of, and donations for, festivals will be extremely limited. Private and public sectors 
that still provide financial support for arts festivals will most likely continue to do so because of a 
commitment to their wider social responsibilities and in anticipation of extensive exposure during 
the event. 

Given this, Bowdin and Williams (2007:188) argue that event evaluation by conducting 
quantifiable economic impact studies has become a valuable tool to demonstrate the success and 
achievements of festivals. In recent years, several methods of conducting these economic impact 
studies have been developed and the most prevalent models utilised in surveys include multiplier 
models based on Input-Output (I-O) and the Social Accounting Matrix (SAM) and Computable 
General Equilibrium (CGE) models (Van Wyk, 2012). Where events take place in rural areas, 
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proportional multiplier analysis has become increasingly popular. The proportional multiplier is 
derived from a small-scale (partial) I-O model that is constructed from local business survey data 
(Vaughan, Farr & Slee, 2000). 

A critical assessment and comparison of these models might potentially add insight and value to 
their future use in the context of event impacts. However, this paper does not attempt to provide an 
exhaustive review of all aspects associated with the differences between these models. The goal of 
the paper is to provide a concise overview of the different approaches with the aim of 
demonstrating the differences that may be obtained in the results which can provide guidelines for 
organisers, practitioners and academics on the application of these models in small towns. One of 
South Africa’s largest national arts festivals is the subject matter of the case study used in the 
comparison, namely the Aardklop National Arts Festival hosted in Potchefstroom in the North 
West province. After the literature review and a description of each model, the models are 
compared, first in a descriptive manner and then in terms of the model results. This is followed by 
a discussion of the main findings and of the implications for organisers, practitioners and 
academics. Finally, some concluding remarks are made. 

2 Literature review 
It is widely acknowledged that different models have different strengths and weaknesses and, in 
turn, “an important part of the modelling process is to select the type of model that can shed the 
most light on the issues considered to be most important while ignoring the smallest number of 
other elements of the problem that might be considered relevant” (Denniss, 2012:3). This implies 
that the choice of method that is used to assess the economic impact of festivals may have 
significant consequences. Serious consideration should therefore be given to the choice  
of model, as festivals can serve as a means to achieve socio-economic objectives. These objectives 
may include creating infrastructure, providing jobs, generating revenue, attracting investment, 
growing the arts, promoting a region, and building a better image (Saayman & Rossouw, 
2010:255). 

An exploration of the literature indicates that studies applying I-O, SAM and CGE models for 
assessing the economic impact of events are abundant and have increased significantly since the 
mid-1990s. This is clearly summarised in Table 1. 

Table 1 
Models applied to assess the economic impact of events 
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1988 Myerscough, J.        X    

1995 
Adams, P. & Parmenter, B.R.           X 
O’Brien, J. & Feist, A.       X     

1997 
Antrobus, G., Webb, A. & Mather, D. X           
Casey, B., Dunlop, R. & Selwood, S.       X     
Wagner, J.E.          X  

1998 

Bryan, J., Hill, S., Munday, M., Roberts, A. & Clarke, D.         X   
Ryan, C.         X   
Hiller, H.H. X        X   
O’Connor, J.      X      
Travers, T.        X    
Welsh Economy Research Unit & DCA (Cardiff).         X   
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1999 Crompton, J.L.         X   

2000 

Bretton Hall College.     X       
Bryan, J., Hill, S., Munday, M. & Roberts, A.         X   
Cambridge Arts Theatre.        X    
Crompton, J.L. & Lee, S.         X   
Snowball, J.D. X        X   

2001 

Blake, A., Durbarry, R., Sinclair, M.T. & Sugiyarto, G.   X         
Crompton, J.L., Lee, S. & Shuster, T.J.         X   
Department for Culture, Media and Sport, Creative Industries.       X     
Ryan, C. & Lockyer, T.         X   
Selwood, S.       X     

2002 

Brown, D., Var, T. & Lee, S.         X   
Chang, S.         X   
Division of Research, Moore School for Business.         X   
Stynes, D.J.         X   
West, G. & Bayne, B.         X   

2003 

Hill Strategies.         X   
King, E.M.  X          
Lynch, T. & Harrington, J.         X   
Mann Weaver Drew/De Montfort University.            
Snowball, J.D. & Antrobus, G.G. X        X   

2004 

Anon.    X        
California Arts Council.         X   
Clark, D., Grainger, J. & Jaffry, S.         X   
Daniels, M.J., Norman, W. & Henry, M.         X   
Edmiston, K.D. & Thomas, M.X.         X X  
McIntyre, M.H. X         X  
Narayan, P.K.           X 
Saayman, M. & Saayman, A.         X   
Tremblay, P., Boyle, A., Rigby, H. & Haydon, J. X           
URS Finance and Economics.           X 
Van Schalkwyk, C.         X   

2005 

Arik, M. & Penn, D.A.         X   
Armbrecht, J. & Lundberg, E. X           
Blake, A.           X 
Bob, U., Swart, K. & Moodley, V.    X        
Economic Benefits Distribution Research Working Group. X           
Kelsey, C.W. & Ford, S.         X   
Milne, S., Dickson, G., McElrea, A. & Clark, V.         X   
PricewaterhouseCoopers.           X 
SQW Limited & TNS Travel and Tourism.         X   
Tohmo, T.         X   

2006 

Brännäs, K. & Nordström, J. X           
Dwyer, L., Forsyth, P. & Spurr, R. (a)           X 
Dwyer, L., Forsyth, P. & Spurr, R. (b)           X 
IRIS Group Wendy and MacDonald and Associates and  
JP Consulting.         X   

McHugh, D.  X          
Strydom, A.J., Saayman, M. & Saayman, A.         X   

2007 

Baker Associates. X           
Borges, D.R.         X   
Bowdin, G.A.J. & Williams, M. X           
Centre for Tourism Research in Africa. X           
Çela, A., Knowles-Lankford, J. & Lankford, S.         X   
Virginia Department of Conservation and Recreation.         X   
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2008 

Bohlmann, H.R. & Van Heerden, J.H.           X 
Bonn, M.A. & Harrington, J. X        X   
Hamilton, C., Galloway, S., Langen, F., Cran, A., MacPherson, 
C., Burns, M. & Snedden, E. X           

Measells, M.K. & Grado, S.C.         X   
Rivera, M.A., Hara, T. & Kock, G.          X  
Saayman, M., Rossouw, R. & Saayman, A.          X  
Silva, B., Mann, M. & Daniel, H.         X   
Snowball, J.D. & Webb, K.G. X           
Stynes, D.J.         X   
Van Zyl, C. X           

2009 
Saayman, M., Saayman, A. & Ferreira, M.         X   
Sundance Institute.         X   
Waterhouse, C. X           

2010 

Fourie, J. & Santana-Gallego, M. X           
Jackman, M. & Greenidge, K. X           
Mayne, B. X           
Saayman, M. & Rossouw, R.          X  

2011 Rossouw, R. & Saayman, M.   X        X 

Note: 1This category includes the application of other impact modelling methods, including, for example, calculating the impact 
by means of an economic impact model using the methods of “ticket sales” and “accommodation provided”, willingness-to-pay 
models, econometric models, qualitative methods, linear regression models, break-even models, standard gravity models, and 
structural time series models, to name but a few. 
Key to abbreviations: 
CBA: – cost-benefit analysis 
ROI – return on investment 
TPF: – tourism policy and forecasting models 
TSA: – tourism satellite accounting 

Despite numerous other methods being applied to assess the economic impact of events (as 
indicated in Table 1), the most prevalent seem to be I-O, SAM and CGE, and, in certain 
circumstances, these models have even been integrated or used in combination with other 
methods/models (see e.g. Rossouw & Saayman, 2011). I-O, SAM and CGE models belong to the 
same family of modelling, namely multisectoral models. Moreover, the first and second types are 
based on the third as a prior database. All three are suitable for specific questions. Even though the 
results of their applications have been so different so many times, they are ideally suited to assess 
the economy-wide impacts of events (as is clearly shown by the frequency of their use in various 
studies). 

Since South African festivals have developed as a substantial segment of the leisure and tourism 
industry, the need to assess their economic impact has increased accordingly. This need has been 
highlighted in view of the fact that festivals usually require financial support to ensure 
sustainability. Unfortunately, well-founded criticism levelled at the integrity of these analyses and 
at the outcomes of economic impact studies is well documented. Crompton (1999:17) is of the 
opinion that, although most economic impact assessments are indeed completed with integrity, the 
accuracy and reliability of some of the assessments are questionable. For example, there are 
various instances of researchers and consultants applying inappropriate procedures and assumptions 
in order to generate highly favourable economic impact results (Denniss, 2012). Also, the tendency 
to make use of inflated multipliers that enhance the overall economic impact of an event and thus 
make the economic value more generous than accurate is of great concern to some researchers 
(Kelsey & Ford, 2005:7; Stynes, 1997:6). In other surveys, several underlying assumptions have 
been made that have an extensive impact on the outcomes (Gilbert, 2008:3; Bonn & Harrington, 
2008:774). 

Some researchers (i.e. Jaffee, 2009:12) criticise the accessibility and ease of use of off-the-shelf 
models and are of the opinion that, “in the wrong hands, the software will produce inflated results 
at best, and at worst, completely ridiculous projections”. Andreatta (2009:1) reports that the 
economic impact of events may often be inflated, as assessors “rely on questionable attendance 
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calculations and the application of what economists say is a misused mathematical formula for 
determining how money trickles through the economy”. LeBeau’s view, as quoted by Andreatta 
(2009: 1), that “economic impact studies are not an exact science but rather an education process – 
we’ve been working on this and trying to make it better every year”, serves as confirmation that 
adopting incorrect assessment practices may have serious consequences for all stakeholders 
involved. Therefore, it is important to gain a better understanding of the models that are applied in 
these studies, and, specifically, the models under investigation in this paper. 

3 Model comparison 
The models under investigation and applied in this paper are similar impact-type models, that is, 
single-region multisectoral models. The purpose of describing them is to highlight the relative 
strengths and weaknesses of such models rather than to determine which models are “the best”. 
Put simply, the best model is the smallest, simplest and most transparent model that sheds light on 
the link between the variables of most concern to the modellers (Denniss, 2012:4). Table 2 provides 
a summary of the main characteristics of each model. 

Table 2 
Comparison of characteristics of I-O, SAM and CGE models 

Model Level of effects on 
a local economy 

Shocks that can be 
analysed Results Strengths Boundaries 

I-O 
Direct, indirect and 
induced effects on 
output, income and 
employment 

Changes in 
consumption by 
product or industry 

Local (place-
specific) output, 
income, 
employment, 
production 

Well-understood, 
standard 
methodology; 
standardised 
construction and 
presentation 

Assumes: no constraints 
on availability of factors 
of production; that prices 
and wages do not vary; 
that distribution of factor 
inputs required by 
outputs does not vary 

SAM 

Indirect and induced 
effects on output, 
income and 
employment; by 
disaggregated 
households, firms 
and other 
institutions, 
products, types of 
demand and other 
elements 

Changes in 
consumption by 
product or industry; 
changes in policy: 
tax rates, 
government 
spending, price 
inflation 

Regional output, 
income, 
employment, 
production; product 
prices, wage rates; 
broken down by type 
of household, labour 
and capital source 

Disaggregates 
households, firms 
and other 
institutions, 
products, types of 
demand and other 
elements of the 
economy according 
to analytical needs 
and data resources 

No standard 
methodology or 
presentation; same 
boundaries as I-O model 

CGE 

Indirect and induced 
effects on output, 
income and 
employment; prices 
and wage rates by 
industry 

Changes in 
consumption by 
product or industry; 
changes in policy: 
tax rates, 
government 
spending, price 
inflation 

Regional output, 
income, 
employment, 
production; product 
prices, wage rates; 
broken down by type 
of household, labour 
and capital source 

Allows factor-of-
production prices to 
vary; effects of 
resource constraints 
covered; all markets 
clear 

No standard 
methodology or 
presentation; posited 
relationship equations, 
parameters and 
elasticities seldom made 
public; heavily dependent 
on assumptions; 
requires massive input 
data that is seldom 
current; requires 
validation against the 
actual economy 

Note: Characteristics are not necessarily mutually exclusive or exhaustive. 
Source: Adapted from Frechtling (2011:13) 

3.1 I-O model 
As early as 1995, Lundberg, Krishnamoorthy and Stavenga identified I-O analysis as the most 
commonly used method for assessing economic impacts of projects or events. I-O analysis is an 
analytical framework with the fundamental purpose of analysing the interdependence of industries 
in an economy (O’Connor & Henry, 1975:1). An I-O model in its most basic form consists of a 
system of linear equations, each one of which describes the distribution of an industry’s product 
throughout the economy. An I-O model makes provision for two kinds of activities on a sectoral 
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level, namely (i) the purchase of intermediate and primary inputs and (ii) the supply of 
intermediate and final outputs. Total output of Sector 1 (X1) is therefore the sum of the 
intermediate outputs, plus final demand/ output of Sector 1 (F1), or, alternatively stated, final 
demand is the difference between output and intermediate demand: 

nnXaXaXaXF 121211111 −−−= , (1) 

where   
j

ij
ij X

x
a =    represents   the   technical coefficients defined as the quantity of inter-

mediate inputs which a particular sector requires from another sector in order to supply one rand 
unit of output. Equation (1) can be written in matrix format (in order to extend it over all sectors) 
as: 

XAIF )( −= ,  (2) 

where F is a vector of final demand, I is an n x n identity matrix, A is the technical coefficient 
matrix and X is a vector of production. To assess the impact of a shock to final demand (F) on 
output, the Leontief inverse is applied, that is: 

X = (I − A)−1F . (3) 

While I-O analysis is a widely accepted and useful means of economic impact analysis, it is 
limited in that it does not reveal the personal income distribution effects across different household 
income segments (Holland & Wyeth, 1993) and gives no consideration to industry occupation, 
skills and wages and the resulting income effects. Therefore, using I-O models to assess economic 
impacts will not allow for a clear picture to emerge, from the specified issue under review, of 
which household income groups are benefiting or suffering and which are not. 

In South Africa, the available I-O models are economy-wide models, and small towns that host 
events are not expected to have the same economic structure as the economy. To account for this, 
Vaughan et al. (2000) propose the use of a small-scale (or partial) I-O model. For the purpose of 
this study, a business survey, as discussed in Section 4.1 below, was undertaken during 2010 
(similar to that explained by Vaughan et al., 2000) and an eight-by-eight I-O model was 
constructed for the local economy. Using matrix inversion, the technical coefficients and 
corresponding output multipliers were derived. By applying the output multipliers to the direct 
spending of all visitors at the event, the total production effects of their spending can then be 
calculated. 

By expanding the I-O table to a nine-by-nine matrix, the effect of household spending and 
wages, or the effect on income, can be determined. The expanded matrix is based on the 
assumption that the consumption pattern of the research area is similar to that of the national 
consumption pattern (as defined in the 2005 nationwide I-O table). The income generated as a 
result of one additional visitor is thereby calculated. 

3.2 SAM multiplier model 
A SAM is a data system that includes both social and economic data for an economy. The data 
sources for a SAM come from I-O tables, national income statistics, and household income and 
expenditure statistics (Cameron, 2003). A SAM is broader than an I-O table and typical national 
accounts, showing more detail about all kinds of transactions within an economy. The model 
structure is therefore similar to that of the I-O model described above. However,  
an I-O model records economic transactions irrespective of the social background of the transactors. 
A SAM, in contrast to national accounts, “attempts to classify various institutions [according] to their 
socio-economic backgrounds instead of their economic or functional activities” (Chowdhury & 
Kirkpatrick, 1994:58). 

A SAM is a way of logically arranging statistical information concerning income flows in a 
country’s economy during a particular time period (usually a year). It can provide a conceptual 
basis for analysing both distributional and growth issues within a single framework (Statistics 
South Africa, 1998:7). For instance, a SAM shows the distribution of factor incomes of both 
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domestic and foreign origin over institutional classes, and the redistribution of income over these 
classes. In addition, it shows the expenditure of these classes on consumption and investment, as 
well as the savings made by them. King (1988) points out that a SAM has two main objectives: 
firstly, to organise information about the economic and social structure of a country over a period 
of time; and, secondly, to provide a statistical basis for the creation of a plausible model capable of 
presenting a static image of the economy as well as simulating the effects of policy interventions 
in the economy or of other economic impacts. 

For the analysis, a SAM for the North West province as developed by Conningarth Consultants 
(2006) was used. This model makes use of a consistent and comprehensive data set in respect of 
all manual transactions among productive and institutional sectors of the province’s economy. 
Using 2006 prices as a base, it distinguishes 55 sectors, 12 household types and 4 ethnic groups. 
With the application of multipliers according to the SAM for the North West province, the direct 
spending of visitors to Aardklop is converted into the linked increases in production, income and 
jobs in the region, represented by the indirect and induced impacts. 

Finally, a SAM coupled with a conceptual framework that contains the behavioural and 
technical relationships among variables within and among sets of accounts can be used for the 
evaluation of the economy-wide effects of policy changes or other economic impacts rather than 
only for purely diagnostic purposes (Pyatt, 1988:349). The conceptual framework is Supplied in 
the form of a CGE model. 

3.3 CGE model 
While single-region CGE models have been applied in past studies (see e.g. Partridge & Rickman, 
1998), such models have been designed for relatively small regions, such as Churchill County, 
Nevada (Seung, Harris, Englin & Netusil, 2000), Fort Collins, Colorado (Schwarm & Cutler, 2006), 
and for a specific purpose. Given the availability of a regional I-O table or SAM, single-region, 
general-purpose CGE models have been shown to be quite useful (Giesecke & Madden, 
2013:401). A case in point is the AMOS model of Scotland (Harrigan, McGregor, Dourmashkin, 
Perman, Swales & Yin, 1991), which has been utilised for more than two decades. 

A concern raised by Lofgren and Robinson (2002) regarding single-region models is that such 
models’ results may be ambiguous, as they do not capture interregional and nation–region 
feedback. Giesecke and Madden (2013) show that such feedback effects are small when the 
regional economy is not a large contributor to national output. Moreover, the studies of McGregor, 
Swales and Yin (1999) and McGregor, Swales and Yin (1996) demonstrate that the region-specific 
effects of a demand shock in a single-region CGE model converge on a long-run I-O result in 
which almost all factors are interregionally mobile (Giesecke & Madden, 2013:401-402). However, 
the former study points out that, for the other aggregate region (i.e. the rest of UK), the long-run 
result yields an opposite sign. This is unlike an I-O result, thus creating a problem with the use of 
single-region models in a policy context. With the focus being purely on the effects in a single 
region, the possible (positive or negative) spillover effects to other regions are essentially ignored. 
This may lead to false results from such models, and the users thereof should clearly state such 
limitations (Giesecke & Madden, 2013). 

The single-region CGE model used in this paper is a stand-alone model of a single subnational 
region. The model is based on a single-region ORANI-type CGE model of the state of Paraná, 
Brazil, elaborated on by the Centre of Policy Studies at Victoria University in Australia (the 
original model [TPMH0060] is available from http://www.copsmodels.com/ archivep.htm). The 
model is comparative-static and was developed for use with a regional SAM (Rolim & Kureski, 
2006). This basic model was taken and adapted with data from the SAM for the North West 
province of South Africa. The resultant model has 46 sectors and accords with traditional 
neoclassical theories of economic rationality, that is, each sector minimises production costs, 
dependent on constant returns of scale with known input prices, and households use their earnings 
in line with traditional functions of utility maximisation (Rolim & Kureski, 2006). World trade 
consists of two regions, namely the rest of South Africa and the rest of the world, with imports 
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being a composite good used in varying shares in all sectors. 

In the model applied, the primary factor input demand equations are based on the assumption 
that each industry within the region faces primary factor substitution possibilities described by CES 
functional forms. The result is cost-minimising input demand and unit cost equations that can be 
expressed as percentage changes (Giesecke & Madden, 2013:436), that is: 

𝑥!,!! = 𝑎!,!! + 𝑦!,! − 𝜎 𝑝!,!! + 𝑎!,!! − 𝑝!,!   (4) 

𝑝!,! = 𝑆!,!! ∙ 𝑝!,!! + 𝑎!,!!!   (5) 

where 𝑥!,!!  is the percentage change in demand for factor 𝑣 by regional industry j,r; 𝑎!,!!  is the 
percentage change in the technical efficiency of primary factor input 𝑣 in regional industry j,r; 𝑦!,! 
is the percentage change in the output of regional industry j,r; 𝑝!,!!  is the percentage change in the 
price faced by regional industry j,r; for factor ν; 𝑝!,! is the percentage change in the average price 
of primary factors faced by regional industry j,r; σ is the elasticity of substitution between primary 
factor inputs; and 𝑆!,!!  is the share of payments to factor ν in industry j,r’s total primary factor costs 
(Giesecke & Madden, 2013:436). 

The adapted SAM used as the model database makes no distinction between activities and 
products. Instead, the commodity entries indicate purchases of a compound good made up of 
provincial (North West) and imported commodities (from the rest of South Africa and the world). 
Imported products are only used directly by firms and thus sectors get a dual role of producing and 
joining compound goods that use their own product plus the equivalent in imported goods. 
Furthermore, the model assumes that local households receive all payments for production factors 
(Rolim & Kureski, 2006). 

To be able to compare the results from the CGE model with those of the I-O and SAM models, 
a short-run traditional I-O closure rule is used. In this closure. all factors (and imports) are in 
elastic supply at fixed nominal prices, and thus there are no relative price changes and the model 
acts like a typical I-O model. Also, household consumption is linked to regional income with 
subsequent strong multiplier effects. 

4 Empirical results and comparison 
The next step is to commence with an empirical comparison of the models. Since the I-O model is 
only a partial (small-city) model derived from primary data, the collection of primary data for the 
model is first described. Secondly, multipliers are derived and compared, and then a case study of 
the impact of visitor expenditures at Aardklop on the local and regional economy is described, 
which further highlights the differences between the models. 

4.1 Business survey 
For the construction of the partial I-O for the festival area, a local business survey that 
encompassed all business sectors was conducted during July 2010. The purpose of this particular 
survey was to determine the extent to which goods and services needed to hold the festival were 
sourced from outside the local community. The survey included specifically sampled businesses in 
order to ensure the representation of all sectors within the local economy. 

The sample selection for collecting primary data was based on data obtained from the 
Potchefstroom Business Chamber. The total number of accommodation establishments in 
Potchefstroom was estimated at 70 (Cilliers, 2009). In view of the fact that the accommodation 
sector represents approximately 4 per cent of the total number of businesses, it was estimated that, 
in Potchefstroom there were in the region of 2 000 business establishments. All geographical 
business areas in town were identified and each business was listed by means of a door-to-door 
survey. In order to identify businesses that did not operate from formal business premises, the 
Yellow Pages (2009/2010) of the North West province and the Potchefstroom Business Directory 
2010 were consulted. 
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During the survey, a partial approach was applied to the Potchefstroom business population of 1 
000, implying that 45.54 per cent of businesses would be included. Considering that the estimated 
business population in Potchefstroom is around 1 000, a 25 per cent sample implies that 250 
questionnaires needed to be distributed for this survey. In order to ensure a proportional business 
sector representation for Potchefstroom during this survey, questionnaires were distributed to the 
respective business sectors as indicated in Table 3. 

Table 3 
Potchefstroom businesses sector representation and sample selection 

Spending item % Presented Number of 
questionnaires 

Accommodation 3.57 20 

Retail (clothing, special, health and beauty) 11.29 62 

Wholesale 3.78 21 

Transport/fuel 2.69 15 

Manufacturing 6.52 36 

Restaurants/fast foods 8.07 44 

Tourism, cultural and leisure service (entertainment) 8.43 46 

Municipal 1.19 7 

TOTAL 45.54 250 

Source: Yellow Pages (2009/2010) and Potchefstroom Business Directory 2010 

The questionnaire developed for this study covered specific business spending and was based on 
the business survey questionnaire proposed by Vaughan et al. (2000), and that by Saayman and 
Saayman (2006) and Saayman, Saayman and Ferreira (2009). Participants’ responses were 
accurately captured by making use of the recall method or by consulting authentic data resources 
such as financial statements. 

4.2 Multiplier comparison 
The value-added, income and employment multipliers for each modelling method are presented in 
Table 4. These multipliers represent the change in value-added, income and employment per 
million-rand increase in final demand expenditure of the sector in question. 

The multipliers (see Table 4) are derived from three models, which include: (i) a partial I-O 
(Type II) model, which delivers proportional multipliers, since it only models a specific part of the 
economy; (ii) a SAM (Type III) model; and (iii) a CGE model under a short-term closure scenario 
(the closure scenario for the CGE model holds capital supply fixed, which represents a standard 
short-run assumption (West, 1995). 

With regard to the value-added multipliers in Table 4, the SAM model produces the largest 
multipliers, with an average value of 0.786 (or 274.2 per cent of the average Type II proportional 
I-O multiplier value), because of the additional induced demographic effects. Similarly, the short-
term CGE model produces the smallest multipliers, with an average value of 0.421 (or 98.0 per 
cent of the average proportional I-O multiplier), as a result of the constraints on capital supply. 
One would also expect the SAM model to produce smaller multipliers than the I-O model because 
of the marginal rather than average household-induced relationships, and, similarly, with the long-
term CGE model, except that the multipliers should get closer to those of the I-O model as supply 
restrictions are relaxed. However, since both the SAM and CGE models are at the regional level 
(at the provincial level) and the partial I-O at a place-specific (small town/ region, i.e. 
Potchefstroom) level, these expected differences are not observed. 

However, there are also some significant differences in the distributions of the multi-pliers for 
each model. For example, trade and accommodation has the largest proportional I-O multiplier at 
1.494, while the largest SAM multiplier is 0.953 for community services. The largest CGE 
multiplier occurs in mining, with a value of 0.717 in the short term. The overall spread of values 
from the CGE model is also greater as a result of the additional limited resource factor. Sectors 
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which have limited access to capital will experience additional dampening effects, while sectors 
which can easily draw capital from other sectors will show relatively larger multiplier effects 
(West, 1995). 

Table 4 
Value-added, income and employment (per million ZAR rand) multipliers 

Category 

I-O SAM CGE 
Type II Type III Short-term 

Value-
added Income Employ-

ment 
Value-
added Income Employ-

ment 
Value-
added Income Employ-

ment 
Agriculture - - - 0.737 (6) 0.267 (9) 23.462 (1) 0.213 (7) 0.200 (7) 1.590 (4) 
Mining - - - 0.913 (2) 0.473 (2) 7.452 (6) 0.717 (1) 0.065 (8) 2.640 (3) 
Manufacturing 0.329 (3) 0.588 (5) 10.186 (2) 0.616 (9) 0.295 (8) 7.962 (5) 0.567 (4) 0.722 (3) 6.652 (1) 
Electricity and 
water 0.053 (5) 1.064 (2) 3.821 (6) 0.729 (7) 0.310 (7) 4.664 (7) 0.203 (8) 1.830 (1) 0.880 (9) 
Construction - - - 0.644 (8) 0.314 (6) 9.807 (2) 0.601 (2) 0.700 (4) 0.955 (7) 
Trade and 
accomm. 1.494 (1) 2.542 (1) 16.365 (1) 0.822 (4) 0.387 (4) 8.662 (3) 0.467 (5) 0.060 (9) 3.310 (2) 
Transport & 
comms 0.254 (4) 0.378 (6) 3.963 (4) 0.756 (5) 0.326 (5) 3.060 (9) 0.199 (9) 0.585 (5) 0.890 (8) 
Fin. & business 
serv. 0.397 (2) 0.670 (4) 3.856 (5) 0.903 (3) 0.390 (3) 4.323 (8) 0.250 (6) 0.400 (6) 1.400 (6) 
Community 
services 0.053 (5) 1.064 (2) 7.816 (3) 0.953 (1) 0.613 (1) 8.281 (4) 0.573 (3) 0.900 (2) 1.560 (5) 
Mean 0.287 0.701 5.112 0.786 0.375 8.630 0.421 0.607 2.209 
Index 1.000 1.000 1.000 2.742 0.535 1.688 0.980 0.866 0.432 
Coeff. variation 0.229 0.656 30.331 0.014 0.012 36.079 0.042 0.301 3.459 

In terms of relative sizes of the income and employment multipliers, the same general conclusions 
can be reached as for the production multipliers (also shown in Table 3), except for a greater 
variation in the SAM model. The CGE model gives marginally greater relative multiplier values as 
a result of the Keynesian-type closure. 

While the multipliers form one basis for comparison between these models, they can be 
misleading in some ways if taken as a general guide to the relative differences in any given 
application. The reason is that impact situations are usually more complex, involving multiple 
changes across a range of sectors. In the following section, a case study is used to highlight further 
the differences between the models. These results should be viewed in the context of the festival 
under review. 

4.3 Visitor survey 
Since 2002, visitor data has been collected annually by means of surveys at the Aardklop National 
Arts Festival. The aim of the surveys was to understand visitor spending patterns of a selected 
sample of visitors. The collated information included participants’ demographic details, their 
activities during the festival, the length of their stay, and, specifically, their expenditure patterns. 

The data-collection process was administered by interviewers during face-to-face interviews 
with respondents in the selected sample. Maree and Pietersen (2010:158) list the following as 
being some of the advantages of using this method: a high response rate is obtained, it is possible 
to use lengthy questionnaires, and the interviewer is able to render immediate assistance to 
respondents, as a result of which the literacy level of respondents becomes irrelevant. 

For purposes of this study, the visitor survey was used to determine the shock in final demand 
due to the festivals. Expenditure was based on spending information obtained by means of the 
survey conducted during the 2010 festivals. The visitor survey was utilised in order to calculate 
the average spending pattern per visitor group for the various spending items. The spending per 
visitor was calculated by dividing the estimated average spending per visitor group by the number 
of visitors per visitor group. 

In order to provide for the leakage principle (i.e. where expenditure that leaks out of the hosting 
community’s economy is excluded when assessing economic impact), the research follows the 
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work by Stynes (1999) and the following adjustments have been adopted. A weighting factor of 
0.15 was applied to performance spending due to the large portion being paid over to artists, 
Computicket (ticket sales agency) and SARS (South African Revenue Service). The food and 
restaurant spending weighting factor was adjusted to 0.718 in order to allow for food stalls 
operated by entrepreneurs from outside the hosting community. A weighting factor of 0.06 was 
applied to curios and memorabilia spending, as only 6 per cent of entrepreneurs operating these 
stalls were from the hosting community. Because many visitors did not need to travel long 
distances to the event and therefore ensured sufficient fuel intake before leaving their home town, 
the spending weighting factor in respect of transport to the event was adjusted to 0.5. With the 
necessary leakages provided for, the total direct spending was calculated for visitors, which 
represents the change in final demand. 

As proposed by Stynes and White (2006), a segmentation strategy was followed where the 
expenditure data were split according to the origin of the visitors. Three groups were identified, 
namely (i) visitors from the North West province in which the festival is held, (ii) visitors from the 
rest of South Africa, and (iii) foreign visitors. By splitting the respondents into various groups, a 
more accurate value for spending can be determined (Saayman, Saayman & Du Plessis, 2005). 

It is often argued that spending by locals (in this instance, visitors from North West province) 
should be excluded, since it only represents a shift in expenditure patterns and not new money that 
flows into the region. However, Crompton (2006) indicates that there are two circumstances when 
local spending can be included: (i) when the existence of the festival caused the residents to stay at 
home rather than take a trip elsewhere, referred to as the “deflected impact”; and (ii) when a study 
of the significance of the festival is made, that is, of the size and nature of the influence that the 
festival has on local economic activity. Since visitors travel within the province to visit the 
festival, it implies that they would travel to another province if the festival took place elsewhere. 
Therefore, there is a strong case that option (i) mentioned above is true and the spending by 
visitors from North West province is therefore included in the analysis. The contribution is, 
however, always listed separately in the analysis to allow economic impact estimation with and 
without locals’ spending. 

A questionnaire is used to gather expenditure information from visitors, but some visitors travel 
with fellow visitors (i.e. in groups). The spending per group thus includes spending by visitors and 
fellow visitors. To determine the spending per visitor, spending on entrance fees was used. Given 
the amount spent on entrance fees to the festival, North West visitors travel in visitor groups of 
2.10, other South African visitors in visitor groups of 2.06, and foreign visitors in visitor groups of 
2.88. The magnitude of spending for each category was therefore divided by the number of visitors 
in the group in order to derive the value of spending per visitor. Table 5 indicates this spending per 
visitor based on the survey results (Columns 2, 4, 6 and 8), as well as the visitors per group. Note 
that this spending includes the accompanying persons for whom the visitor is financially 
responsible. Table 5 also shows the total visitor expenditure per origin in the festival area 
(Columns 3, 5, 7 and 9), which is derived from the total visitor numbers. 

Table 5 presents a breakdown of the activity sectors where expenditure was incurred. The total 
direct spending that takes place in the North West economy amounts to R83.9 million, of which 
R11.6 million is contributed by local visitors and R40.4 million and R2.0 million by visitors from 
the rest of South Africa and abroad, respectively. The estimated spending allows adjustments to 
exclude direct spending that took place outside the North West province. Such exclusions 
encompassed the remuneration paid to the majority of artists residing outside Potchefstroom, 
production tax paid to SARS in Pretoria, and commissions payable to Computicket in 
Johannesburg. 
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Table 5 
Estimated per visitor and total visitor spending by visitor origin (in South African rand) 

Spending item Foreign Total foreign North 
West 

Total North 
West 

Rest of 
South 
Africa 

Total rest of 
South Africa 

Total per 
visitor 

spending 

Total 
visitors’ 

spending 
Entrance fees 47 62 213 46 1 036 222 51 1 940 655 145 3 039 090 

Accommodation 628 824 754 49 1 105 570 238 8 987 535 916 10 917 859 

Food and restaurants 144 188 512 96 2 156 413 177 6 672 708 580 9 017 632 

Liquor 53 69 348 101 2 261 652 150 5 659 410 304 7 990 411 

Soft drinks 87 114 153 59 1 314 641 70 2 658 505 216 4 087 298 

Performances 58 76 197 21 460 119 33 1 228 912 741 1 765 228 

Retailers 91 119 860 58 1 306 650 91 3 424 356 240 4 850 866 

Curios and memorabilia 36 47 259 8 182 291 14 512 475 962 742 025 

Transport to Aardklop 287 376 704 25 557 808 107 4 020 833 837 4 955 345 

Transport at Aardklop 49 64 496 11 251 193 52 1 976 841 113 2 292 531 

Parking 16 20 833 10 215 007 21 780 263 46 1 016 103 

Other - - 35 785 371 66 2 489 558 101 3 274 930 

Number of visitors (#) 1 313 1 313 22 414 22 414 37 742 37 742 61 469 61 469 

Total (in ZAR) 1 496 1 964 330 519 11 632 936 1 069 40 352 051 5 200 53 949 317 

Source of data: Authors’ own calculations based on survey results 

4.4 Case study results 
The impact scenario chosen for this study is the impact, on the North West economy, of 
expenditures by visitors who attended Aardklop in Potchefstroom in 2010. This application 
presents a comparison of the three models that is as near as possible to being a valid comparison, 
since visitor expenditures can be classified as final demand (final consumption expenditure of 
visitors) in all the models. 

The total spending by visitors from different origins was allocated to the categories of the I-O 
model and the North West SAM. Since a multiplier approach is followed, distinct multipliers for 
each expenditure-related economic activity are applied. The subsequent change in commodity 
demand is therefore translated into a change in economic activity by using the partial (small-scale) 
I-O- and SAM-calculated multipliers – the so-called “corrected” direct impact of the festival. The 
multipliers then convert the spending into the associated increase in production, income, and employ- 
ment opportunities due to the circulation of the additional spending through the local economy. 

The expenditure data by visitors have been deflated to 2006 values, allocated to industry sectors 
and converted to producers’ values, as shown in Table 5, in order to be compatible with the partial 
I-O, SAM and CGE data. All results are expressed in 2006 values. The implementation of the 
impact analyses in all the models is similar, in that the visitor expenditures are incorporated into 
the models as final demand shocks. 

What is also important when performing economy-wide impact analyses is to know the duration 
of the festival in days. The length of the festival can determine which technique is the most 
appropriate. Lastly, when big changes occur due to the presence of events (such as Aardklop) that 
affect various other parts of the economy, it is necessary to apply some reliable form of modelling 
which will explicitly and accurately capture the potential economy-wide effects of such potentially 
valuable events. Accordingly, the following sections provide a brief overview of some of the most 
common types of economic modelling used in South African events modelling. 

The results pertaining to the impact scenario on value-added, income and employment are given 
in Tables 6, 7 and 8, respectively. They show the value impact of visitor expenditure over the 
industrial sectors in terms of total impact on the North West economy. Across comparable 
industries (multipliers for agriculture, mining and construction could not be calculated for the 
partial I-O model from the business survey data and can therefore not be compared with the SAM 
and CGE results for these industries), and in contrast with a priori expectations, the total impacts 
derived from the Type II partial I-O model are not greater than those from the other static models 
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(for most industries), while those obtained from the CGE model are also not the smallest (although 
they are smaller relative to the SAM results). It can be expected that the impacts from the SAM 
model will be the largest because of the additional induced geographic effects. 

Table 6 
Distribution of value-added impacts (in ZAR millions at 2006 prices) 

Category 

I-O SAM CGE 
Type II Type III Short-term 

Foreign North 
West 

Rest of 
SA Total Foreign North 

West 
Rest of 

SA Total Foreign North 
West 

Rest of 
SA Total 

Agriculture - - - - 0.124 
(7) 

0.533 
(7) 

0.036 
(7) 

0.693 
(7) 

-0.003 
(10) 

0.139 
(10) 

-0.003 
(10) 

0.142 
(10) 

Mining - - - - 0.065 
(9) 

0.234 
(10) 

0.012 
(10) 

0.310 
(10) 

0.290 
(8) 

1.071 
(8) 

0.063  
(8) 

1.437  
(8) 

Manufacturing 0.173 
(7) 

0.166 
(6) 

0.053 
(7) 

0.392 
(7) 

1.073 
(6) 

4.220 
(6) 

0.246 
(5) 

5.539 
(6) 

2.073 
(6) 

7.645 
(6) 

0.418 
(6) 

10.179 
(6) 

Electricity and 
water 

1.065 
(6) 

3.131 
(4) 

0.291 
(6) 

4.487 
(6) 

0.061 
(10) 

0.237 
(9) 

0.014 
(9) 

0.311 
(9) 

0.263 
(9) 

1.053 
(9) 

0.055 
(9) 

1.380  
(9) 

Construction - - - - 0.115 
(8) 

0.363 
(8) 

0.016 
(8) 

0.494 
(8) 

0.814 
(7) 

2.911 
(7) 

0.160 
(7) 

3.901  
(7) 

Trade and 
accomm. 

42.330 
(2) 

44.060 
(2) 

12.197 
(2) 

98.588 
(2) 

16.754 
(2) 

55.621 
(2) 

2.592 
(2) 

74.967 
(2) 

3.554 
(4) 

14.166 
(4) 

0.890 
(4) 

18.668 
(4) 

Transport and 
comms 

7.085 
(3) 

1.010 
(5) 

1.138 
(4) 

9.233 
(3) 

3.517 
(4) 

16.900 
(3) 

1.015 
(3) 

21.432 
(3) 

5.347 
(3) 

20.147 
(3) 

1.121 
(3) 

26.708 
(3) 

Fin. and business 
serv. 

3.179 
(4) 

0.165 
(7) 

1.499 
(3) 

4.842 
(5) 

4.403 
(3) 

11.964 
(4) 

0.569 
(4) 

16.935 
(4) 

6.181 
(2) 

20.684 
(2) 

1.125 
(2) 

28.098 
(2) 

Community 
services 

1.801 
(5) 

5.293 
(3) 

0.491 
(5) 

7.585 
(4) 

2.968 
(5) 

9.855 
(5) 

0.219 
(6) 

13.042 
(5) 

2.754 
(5) 

10.012 
(5) 

0.610 
(5) 

13.365 
(5) 

Total (in ZAR 
million) 55.633 53.825 15.669 125.127 29.080 99.927 4.719 133.723 21.274 77.830 4.440 103.878 

Note: Numbers in parentheses denote the rank. 

In terms of the aggregate impacts, the estimated value-added (Table 6) from the partial I-O model 
is R125.13 million. The SAM model’s estimate is slightly more at R133.72 million (or 106.9 per 
cent of the partial I-O model), while the short-term CGE model produces the lowest estimate of 
R103.88 million, or only 83 per cent of the partial I-O model’s value. The corresponding 
multipliers are 0.431, 0.403 and 0.519, respectively. 

Table 7 
Distribution of household income impacts (in ZAR millions at 2006 prices) 

Category 

I-O SAM CGE 
Type II Type III Short-term 

Foreign North 
West 

Rest of 
SA Total Foreign North 

West 
Rest of 

SA Total Foreign North 
West 

Rest of 
SA Total 

Agriculture - - - - 0.009 
(7) 

0.033 
(8) 

0.142 
(7) 

0.185 
(7) 

0.020 
(9) 

0.101 
(9) 

0.362 
(9) 

0.485 
(9) 

Mining - - - - 0.004 
(10) 

0.024 
(9) 

0.087 
(9) 

0.115 
(9) 

0.532 
(2) 

2.662 
(2) 

9.596 
(2) 

12.836 
(2) 

Manufacturing 0.031 
(7) 

0.062 
(7) 

0.082 
(7) 

0.175 
(7) 

0.069 
(6) 

0.302 
(6) 

1.187 
(6) 

1.558 
(6) 

0.104 
(7) 

0.518 
(7) 

1.867 
(7) 

2.498 
(7) 

Electricity and 
water 

0.148 
(6) 

0.318 
(6) 

0.475 
(6) 

0.941 
(6) 

0.005 
(9) 

0.021 
(10) 

0.084 
(10) 

0.110 
(10) 

0.014 
(10) 

0.072 
(10) 

0.258 
(10) 

0.345 
(10) 

Construction - - - - 0.005 
(8) 

0.036 
(7) 

0.112 
(8) 

0.153 
(8) 

0.038 
(8) 

0.188 
(8) 

0.678 
(8) 

0.907 
(8) 

Trade and 
accomm. 

7.474 
(2) 

15.466 
(2) 

21.780 
(2) 

44.720 
(2) 

1.059 
(2) 

6.848 
(2) 

22.735 
(2) 

30.643 
(2) 

0.188 
(5) 

0.939 
(5) 

3.386 
(5) 

4.529 
(5) 

Transport and 
comms 

0.805 
(4) 

2.499 
(3) 

4.527 
(3) 

7.832 
(3) 

0.332 
(3) 

1.150 
(5) 

5.525 
(4) 

7.007 
(4) 

0.192 
(4) 

0.962 
(4) 

3.466 
(4) 

4.637 
(4) 

Financial and 
business serv. 

0.881 
(3) 

1.287 
(4) 

1.711 
(4) 

3.879 
(4) 

0.232 
(4) 

1.798 
(4) 

4.885 
(5) 

6.915 
(5) 

0.157 
(6) 

0.786 
(6) 

2.832 
(6) 

3.788 
(6) 

Community 
services 

0.395 
(5) 

0.847 
(5) 

1.265 
(5) 

2.507 
(5) 

0.137 
(5) 

1.860 
(3) 

6.174 
(3) 

8.171 
(3) 

0.281 
(3) 

1.403 
(3) 

5.058 
(3) 

6.766 
(3) 

Total (in ZAR 
million)  9.734 20.479 29.841 60.054 1.935 11.929 40.992 54.856 1.526 7.631 27.504 36.791 

Note: Numbers in parentheses denote the rank. 
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Table 8 
Distribution of employment impacts  (in ZAR millions at 2006 prices) 

Category 

I-O SAM CGE 
Type II Type III Short-term 

Foreign North 
West 

Rest of 
SA Total Foreign North 

West 
Rest of 

SA Total Foreign North 
West 

Rest of 
SA Total 

Agriculture - - - - 3 (7) 11 (7) 1 (7) 14 (7) -3 (9) -13 (9) -44 (9) -59 (9) 
Mining - - - - 0 (9) 1 (9) 0 (9) 1 (9) -6 (10) -30 (10) -108 (10) -144 (10) 
Manufacturing 1 (7) 0 (8) 0 (8) 1 (8) 4 (6) 14 (6) 1 (6) 18 (6) 0 (7) -2 (7) -6 (7) -8 (7) 
Electricity and 
water 4 (6) 3 (4) 2 (6) 9 (6) 0 (10) 1 (10) 0 (10) 1 (10) 0 (6) 0 (6) 12 (6) 14 (6) 
Construction - 1 (7) 2 (7) 3 (7) 1 (8) 2 (8) 0 (8) 3 (8) -1 (8) -3 (8) -11 (8) -15 (8) 
Trade and 
accomm. 265 (2) 290 (2) 191 (2) 747 (2) 95 (2) 314 (2) 15 (2) 424 (2) 9 (3) 18 (4) 107 (3) 134 (3) 
Transport and 
comms 15 (3) 2 (6) 8 (3) 25 (3) 5 (5) 25 (4) 1 (3) 31 (5) 2 (5) 8 (5) 36 (5) 46 (5) 
Financial and 
business serv. 4 (5) 2 (5) 3 (5) 10 (5) 9 (4) 23 (5) 1 (5) 33 (4) 5 (4) 28 (2) 86 (4) 120 (4) 
Community 
services 6 (4) 6 (3) 4 (4) 16 (4) 15 (3) 51 (3) 1 (4) 68 (3) 17 (2) 27 (3) 120 (2) 152 (2) 
Total (in ZAR 
million) 294 306 211 810 131 442 20 593 24 33 193 238 

Note: Numbers in parentheses denote the rank. 

This last point is brought out in Tables 7 and 8, which show that the income and employment 
flow-ons are much smaller relative to the partial I-O model than those for value-added, indicating 
the greater role played by marginal labour productivity changes. For example, the SAM model 
produces only 91.3 per cent of the household income impact and 73.2 per cent of the employment 
impact of the partial I-O model, while the short-term CGE model falls to 61.3 per cent for income 
and 29.4 per cent of the I-O value for employment. 

As mentioned earlier, the length of the festival should be kept in mind when measuring 
economy-wide impacts of such events. In this case, Aardklop takes place over a period of 5 days. 
Therefore, even if 70 000 tickets were sold in 2010, the festival is estimated to generate an extra 
810, 593 and 238 jobs (according to the partial I-O, SAM and CGE, respectively). I-O and SAM 
models are an annual snapshot of an economy. There may be an extra 810, 593 and 238 employed 
for 5 days, but, averaged over the year, the employment impact is negligible. Further, other 
research among business owners suggests that, at festival time, they do employ more people, but 
may extend the hours of existing employees or work the existing employees harder. In fact, only 
19 per cent of businesses in the survey stated that they employed more staff during the event (5 
days). 

The general distributions of the impacts across the industrial sectors correspond more or less 
with expectations. The largest effects occur in those sectors directly affected by the visitor 
expenditure, that is, trade and accommodation and transport and communications. With income 
and employment, the rankings differ marginally, but, overall, the distributions are much the same. 
Obviously, labour has a greater impact on labour-intensive industries (such as service industries) 
and less impact on manufacturing and other more capital-intensive industries. 

Generally speaking, the I-O and SAM models produce relatively larger impacts in the 
manufacturing sectors and smaller impacts in the service sectors, particularly with respect to 
wages and employment. In other words, the service-type industries are better able to support the 
increase in tourist activity largely within existing resources, whereas manufacturing-type 
industries, which have more rigid value-added structures, respond in a manner closer to that of the 
Leontief value-added system. 

However, the CGE model results in a much larger redistribution of resources among all the 
sectors in the economy, in particular from agriculture, mining, metal products, manufacturing and 
construction (which all experience negative flow-on effects) to the sectors most affected by the 
boost in tourist activity, that is, trade and accommodation, transport and communications, financial 
and business services, and community services. This occurs because capital is drawn away from 
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those sectors with more abundant and less efficient usage, going to those sectors in greater need in 
the short term. 

5 Findings and implications 
When comparing the economic impact results of a small-town festival, such as Aardklop, it must 
be kept in mind that the demographic composition of Potchefstroom (as measured by a partial I-O 
model) is relative to that of the entire North West province (as measured by the SAM and CGE 
models). The larger economic impact as measured by the SAM and CGE models is ascribed to less 
leakages and larger multipliers allowed for when applying a partial I-O model. Having calculated 
the economic impact of Aardklop by applying SAM, CGE and partial I-O models, the following 
results and comparisons were derived. 

Firstly, when reviewing the results after applying the partial I-O, SAM and CGE models to the 
same set of Aardklop data, the calculated economic impact of each model differs substantially. In 
terms of the aggregate impacts, the estimated value-added (Table 6) from the partial I-O model is 
R125.13 million. The SAM model’s estimate is slightly more at R133.72 million (or 106.9 per 
cent of the I-O model), while the short-term CGE model produces the lowest estimate of R103.88 
million, or only 83 per cent of the I-O model’s value. The difference in measured impacts in 
respect of the three models leads to the obvious question as to which is the most reliable. Despite 
the comparative differences between the assessment models that became apparent in this paper, the 
indisputable fact remains that the hosting of an event has a varying economic impact with 
associated consequences for all stakeholders. 

In comparing the calculated results when applying the partial I-O model, it is evident that a 
greater economic impact is reflected when the SAM model is used and a smaller impact when the 
CGE model is used. During this study, a Type II partial I-O model was developed for the small 
city of Potchefstroom. However, provincial SAM and CGE models had to be applied, as no such 
models exist for Potchefstroom. Results indicate that, when a provincial SAM model with its 
secondary effects is applied to data collated from an event hosted by a small city, the calculated 
total impact is largely overstated. The regional CGE model developed for use with a SAM (for the 
North West) calculates a lesser total impact. 

Secondly, in view of the significant differences in the measured economic impact when various 
models are applied to the same event, it becomes imperative that organisers, economists and 
academics who use assessment results to inform and guide stakeholders should ensure that the 
results obtained by means of a specific model relate accurately to the purpose for which the tool 
was developed. This was once again highlighted. It must be very carefully noted that the reporting 
of misleading assessment results may have severe, if unintended, economic and social 
consequences, as mentioned by Crompton (1999). 

Finally, a most significant limitation of an I-O model seems to be the inadequate measurement 
of job opportunities created. Some stakeholders may find measuring tools such as SAM and CGE 
models preferable for this purpose owing to their ability to better account for additional job 
opportunities than the I-O models. Developing a partial I-O model that is place-specific from 
primary data, as was done here, is time-consuming and also expensive. 

The discussion above points out obvious differences between the models. However, the 
comparison is not as simple as comparing structure, multiplier values or impacts. The environment 
in which the models operate also plays an important role. It is important to explore the theoretical 
foundations and empirical possibilities of these models within a wider framework and to develop 
the capacity to evaluate and compare the models and their applications in different situations using 
multiple case studies. 

Some other comparable elements which might be given attention in future research include 
(West, 1995): the levels of complexity of the models, also within model types; the size of the 
region and the type of model required to appropriately measure economy-wide impacts (large rural 
areas presumably require modelling strategies different from those encompassing large 
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metropolitan areas, and small-area models are invariably constructed from the bottom up, while 
large regions are more likely to make use of top-down construction techniques); the type of 
problem being studied must be an important consideration in the choice of model (each model 
contains particular characteristics which make it more suitable for a given application than other 
models); and, finally, attention needs to be drawn to the analytical significance of the assumptions 
and characteristics of the model used (this can vary widely, even within model types). 

6 Conclusion 
Results derived in this paper demonstrate that there are substantial differences between the three 
models, which raises the question: Which set of results is the more reasonable? In some ways, it 
often comes down to personal prejudices. It becomes a question of balance between choosing a 
simple model that is easy to understand versus a more complex model that is often difficult to 
understand and apply, but which is more theoretically appealing in some ways. Therefore, it 
depends on the application, and, in addition, on the amount of data available. 

The inconsistency of the measured results between the three models is most notably 
characterised by an estimated high/low difference of R59.6 million in total impact analysis. The 
total economic impact variance between the SAM and CGE model results in an estimated R30 
million, while an almost equal difference between the CGE and partial I-O results is noticeable. 

The results further support the concern that the economies of hosting communities normally 
experience high leakages, and so the local economy does not benefit to the extent that  
is generally expected and forecast. This phenomenon is apparent from lower multiplier values, and 
this research once more highlights the significance of not using overinflated multipliers to 
determine economic impact on hosting communities. This finding is particularly illustrated by the 
partial I-O results that considered just this principle. 

This paper confirms the finding of previous studies indicating the variance in measured 
economic impact results. This is emphasised by an even larger difference in results when the 
Aardklop data was assessed. Owing to the variance in the measured results that different models 
produce, very serious and deliberate consideration should be given to the preferred model that is 
utilised. A slapdash, hasty approach to the choice, interpretation and application of assessment 
models must be avoided, as inappropriate result information may adversely influence decision 
making and have serious consequences for all stakeholders that depend on the sustainability of an 
event. 

While many have forecast the end of the simple I-O model, stating that it is inadequate, it has 
proved surprisingly resilient. One area where I-O still has the advantage over more sophisticated 
models is at the very small-region level (such as small towns), where the partial I-O model (as 
constructed here) really provides the only option for planners, despite its known limitations. 

For future research, it would be advantageous to see the SAM and CGE frameworks move 
closer together and, at the same time, make the models more flexible and adaptable to local 
conditions without resorting to making each model application-specific. Again, the point being 
made here is that the act of selecting what kind of model is to be used to evaluate the economic 
significance of an event will, inevitably, have an impact on the way that the results will be framed 
and perceived. 
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