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Abstract
The data-driven approach to psychiatric science leverages large volumes of patient data to con-
struct machine learning models with the goal of optimizing clinical decision making. Advocates
claim that this methodology is well-placed to deliver transformative improvements to psychiatric
science. I argue that talk of a data-driven revolution in psychiatry is premature. Transformative
improvements, cashed out in terms of better patient outcomes, cannot be achieved without
addressing patient understanding. That is, how patients understand their own mental illnesses.
I conceptualize understanding as the possession of adaptive mental constructs through which
experience is mediated. I suggest that this notion of understanding serves as a bottleneck which
any prospective approach to psychiatry must address to be efficacious. Subsequently I argue that,
though the data-driven approach is undoubtedly powerful, it does not have a straightforward
means of unblocking the bottleneck of understanding. I suggest that the data-driven approach
must be supplemented with significant theoretical progress if it is to transform psychiatry.

Keywords
Big data ∙ Machine learning ∙ Mental illness ∙ Psychiatry ∙ Recovery ∙ Understanding

This article is part of a special issue on “Models and mechanisms in philosophy of
psychiatry,” edited by Lena Kästner and Henrik Walter.

Heavenly Hurt, it gives us –
We can find no scar,

But internal difference –
Where the Meanings, are –

Emily Dickinson (1861/1998),
There’s a certain slant of light
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1 Introduction

Mental illness is one of the greatest sources of human suffering worldwide (In-
sel et al., 2015; Vigo et al., 2016). Governments, research institutions, and health
organizations are leading calls for improved mental healthcare to ameliorate the
devastating costs that mental illness imposes on individuals and societies (Health
& Care, 2021; Trust, 2020; World Health Organization, 2019). Despite frequent
claims that current approaches to tackling mental illness are inadequate, theorists
are divided about how progress should be made (Bickman, 2020; Cuthbert & In-
sel, 2013; Hengartner & Lehmann, 2017). Recently, methods utilizing big data and
artificial intelligence (AI) have been gaining increased attention. Proponents of
this data-driven approach are hopeful that sophisticated machine learning models
will “redesign the current landscape of mental illness” (Fernandes et al., 2017, p. 5)
through “tailored interventions for better outcomes” (Fernandes et al., 2017, p. 3).
In this paper I critically assess the claim that the data-driven approach, as currently
conceived, can bring about a transformative improvement to psychiatric science.
I argue that, due to the central role patient understanding plays in recovery from
mental illness, talk of an AI revolution in psychiatry is premature.

My work follows other authors who have engaged with the philosophical is-
sues raised by the idea of AI-driven psychiatry. In an article structured as a back-
and-forth debate, Brown and colleagues (2021) discuss the possibility of future AI
replacing human psychiatrists altogether. In a paper focusing on schizophrenia,
Starke and colleagues (2021) discuss the ethical principles that must be upheld if
machine learning is to be introduced into clinical practice. In a response to that ar-
ticle, Gauld and colleagues (2021) analyze the kind of change that the age of AI will
presage for psychiatry and the training of psychiatrists, a topic also addressed by
McCoy and colleagues (2020). Finally, Horn and Weisz (2020) tackle the question
of whether AI can improve psychotherapy research. My argument covers simi-
lar ground to all of the above work. The novelty of my approach consists in the
key role it affords patient understanding and how thoroughly it engages with the
evidence on what makes interventions effective. Together, these ideas have im-
portant implications for how successful we can expect the data-driven approach
to be.

Many practitioners and theorists worry that psychiatry is a science in crisis,
with traditional frameworks insufficient to address the complexity of mental ill-
ness (Bickman, 2020; McGorry & Nelson, 2019). Advocates of the data-driven ap-
proach are optimistic that their framework is the first to be capable of tackling that
complexity in a scientifically rigorous way (Durstewitz et al., 2019; Dwyer et al.,
2018; Rutledge et al., 2019). I begin the paper by describing this approach. Method-
ologically, the data-driven approach eschews traditional hypothesis-driven infer-
ential statistics in favor of the automated discovery of predictive patterns in large
volumes of patient data. Philosophically, I note that advocates of this approach es-
pouse theory neutrality, rejecting specific theories of mental illness on the grounds
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that data are a more reliable and objective guide to clinical decision-making. I also
characterize the data-driven approach as function-oriented, viewing psychiatry as
an interdependent set of optimization problems. I argue that these commitments
lead to problems for the approach once the role of patient understanding is care-
fully considered.

To set up my argument, I begin by clarifying what would constitute a transfor-
mative improvement to the status quo. I suggest that a reasonable interpretation
should focus on patient outcomes, as “the amelioration of […] mental distress and
suffering” (Thornton, 2020, p. 237) is the fundamental goal of psychiatry 1. Given
such a view, I argue that for the data-driven approach to be transformative, it must
bring about radical improvements in patient outcomes. My argument for temper-
ing expectations of the data-driven approach centers on patient understanding. In-
tegrating ideas about understanding from pragmatist philosophers and theorists
of psychiatry (Beck & Haigh, 2014; Dilthey, 1984/1977; Wampold & Imel, 2015;
Wilkenfeld, 2013), I conceptualize patient understanding as a set of adaptive men-
tal constructs through which a subject’s experiences are mediated. Conceptualized
this way, a patient possessing understanding becomes a pre-requisite for lasting
recovery from mental disorder. I suggest that this notion of understanding serves
as a bottleneck for any approach to psychiatric science. Without addressing patient
understanding, outcomes cannot be radically improved.

The above analysis leads us to a specific question: can the data-driven approach
address the bottleneck of understanding? I examine three ways that it might. First,
I assess what I call the indirect path, which consists of optimization of the clinical
pipeline in terms of nosology, diagnosis, prognosis, and treatment assignment. Sec-
ond, I assess what I call the direct path. That is, the tailoring of treatments for im-
proved outcomes. Third, I assess whether the data-driven approach might deliver
radically improved patient outcomes by discovering novel insights about mental
disorders that can be used to provide adaptive explanations. I argue that there
are serious problems with each of these possibilities and, therefore, that the data-
driven approach has no clear route to providing transformative improvements to
psychiatric science.

The structure of the paper is as follows. In section 2 I present the data-driven
approach. I discuss what motivates it, how it works, and its philosophical com-
mitments. In section 3 I make the claim that patient understanding functions as a
bottleneck for any approach to psychiatric science. To do so, I present my analy-
sis of understanding as possession of adaptive mental constructs, show how this
makes understanding critical for robust recovery frommental distress, and explain
in what sense this makes it a bottleneck. In section 4 I assess the potential of the
data-driven approach to address the challenge of the bottleneck of understanding,

1To be clear then, radically improved scientific understanding of mental disorders, if unaccompa-
nied by improved outcomes, would not be considered transformative by this criterion. However,
one could reasonably adopt another criterion on which it would. I thank an anonymous reviewer
for pushing me to clarify this point.
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arguing that, at least as currently practiced, it is ill-suited to do so. In section
5 I address possible objections to the view presented. In particular, I defend my
conceptualization of understanding and justify the applicability of the bottleneck
metaphor. I then conclude by suggesting that the data-driven approach can best
contribute to psychiatric science in collaboration with theoretical research.

2 The data-driven approach
In this section I characterize the data-driven approach to psychiatry. I begin by
describing the theoretical landscape from which the approach has emerged. I then
provide an overview of the data-driven methodology, including an example (Kout-
souleris et al., 2021). I conclude the section by discussing the philosophical com-
mitments embodied by the approach.

2.1 Motivating the approach: Psychiatry in crisis
Reading the theoretical and philosophical literature on mental illness, one often
comes across the view that psychiatry is a discipline in crisis. For example, Stoy-
anov and Maes (2021, p. 1) claim that “psychiatry remains in a permanent state of
crisis […] evidenced by the many different competing approaches and ways to un-
derstand mental and psychiatric disorders”. Leonard Bickman (2020, p. 803) states
that mental healthcare currently suffers from “overall poor effectiveness” caused
by “poor alignment between what the patient needs, and the treatment provided”.
And Allen Frances (2009, p. 391) writes that “our understanding of psychopathol-
ogy is fairly primitive” and “lacks the fundamental understanding of pathogenesis”.
These pessimistic assessments locate the precise source of the problem differently,
but they all share the opinion that the complexity of mental disorders plays a sig-
nificant role in thwarting the success of psychiatric science 2.

Mental disorders are complex in multiple ways. First, they are difficult to ex-
plain, resisting “a simple analysis in terms of biological pathways, endophenotypes,
and neural mechanisms” (Borsboom et al., 2019, p. 91). Second, mental disorders
are massively multifactorial (Boer et al., 2021). That is, there are many different fac-
tors, “sprinkled across multiple causal levels” (Kendler & Gyngell, 2020, p. 44), that
may be relevant to any given presentation of a mental disorder. This relates to the
first point. If we ought, as Engel suggested, to incorporate “all the factors contribut-
ing to both illness and patienthood” (Engel, 1977, p. 133) into our explanations of
mental disorder, then these will be dense explanations indeed. However, identify-
ing the relevant factors does not suffice to fully characterize mental disorders. This
is due to a third kind of complexity: interaction among the factors. As Borsboom
and colleagues put it, “mental disorders likely involve feedback loops that cross all
2The term complexity is used to refer to many different properties, both formal and informal (La-
dyman et al., 2013). It is beyond the scope of this paper to weigh in on which formal criteria for
complexity mental disorders satisfy.
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of the traditional divides between levels of explanation, none of which can claim
the status of ‘basis’ for the others” (Borsboom et al., 2019, pp. 10–11). In summary,
biological entities, psychological constructs, and social factors interact in intricate
and diverse ways to produce particular instantiations of psychopathology.

The idea that psychiatry is in a crisis of complexity provides a strong ratio-
nale for adopting the data-driven approach. For example, Rutledge and colleagues
(2019, p. 152) state that “big data and machine learning are uniquely placed to ad-
dress [the complexities of psychiatric disorders]”. Similarly, British psychiatrists
Brown and Story (2021, p. 131) argue that modern technology “enables the captur-
ing of rich, longitudinal, multimodal data, the analysis of which promises vastly
improved characterization of illnesses and their trajectories”. While historical ap-
proaches to psychiatry have often been stuck either focusing on a small subset
of factors or falling short of scientific standards of evidence (Ghaemi, 2007), the
data-driven approach leverages the availability of data and computation to inte-
grate diverse sources of information in a rigorous way. Unlike traditional statis-
tical methods that focus on detecting group differences, machine learning meth-
ods are designed to exploit large volumes of multivariate data to make individual
predictions (Bennett et al., 2019; Gillan & Whelan, 2017). This means that clinical
decisions, such as treatment recommendations, can be tailored to sophisticated sta-
tistical representations of individual patients. For this reason, the data-driven ap-
proach is sometimes termed precision psychiatry (e.g., Bzdok &Meyer-Lindenberg,
2018; Fernandes et al., 2017).

Some proponents of the data-driven approach have been forthright in claim-
ing that this approach will suffice to bring about a transformative improvement
to mental healthcare. For example, Gauld and colleagues (2021, p. 2519) proclaim
that “AI will undeniably transform the future of psychiatry”. Similarly, Bickman
(2020, p. 803) extols the “revolutionary possibilities of artificial intelligence for im-
proving mental healthcare”. And Fernandes and colleagues (Fernandes et al., 2017,
p. 1) state that the data-driven approach “promises to be even more transforma-
tive than in other fields of medicine”. This view is grounded in the notion that
the data-driven approach will provide models that allow clinicians “to identify the
right treatment for each patient, first time around” (Gillan & Whelan, 2017, p. 34).
As stated in the introduction, I interpret a transformative improvement to require
radically improved patient outcomes. In order to assess whether the data-driven
approach can really achieve this, we will need to take a closer look at how it works.

2.2 The methodology of the data-driven approach

I thus turn to the methodology of the data-driven approach. Readers familiar with
big-data andmachine learning can skip to section 2.3 where I will discuss the philo-
sophical commitments of the approach.

The data-driven approach is defined by a methodological hallmark: the em-
ployment of automated computational procedures for discovering predictive patterns
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in large volumes of data. Such approaches have become increasingly attractive as
the cost of collecting, storing, and manipulating data has decreased (Chekroud et
al., 2021). At a very high level, the methodology of the data-driven approach can
be described as consisting of four steps. First, a problem is defined. Second, data
are acquired. Third, a model is designed and trained. Fourth, the model is deployed.
We will take a look at each of these steps in turn.

2.2.1 Problem definition

The first step in the data-driven approach is to define a problem. Machine learning
is a technique well-suited to classification, prediction, and clustering problems. In
classification, the task is choosing which of a pre-defined set of classes a particular
data instance belongs to. In prediction, the task is estimating the future value of
a chosen variable. In clustering, the task is organizing a dataset into self-similar
groups. Models developed according to the data-driven approach have many pos-
sible applications in psychiatry. These can be coarsely divided into four (Bzdok
& Meyer-Lindenberg, 2018; Dwyer et al., 2018). First, classification models can
be used for diagnosis. For example, a model might be constructed to determine
whether subjects should be diagnosed withmajor depressive disorder (e.g., Sharma
& Verbeke, 2020). However, applying machine learning to diagnosis need not be
limited to a binary decision about a single condition. For example, in multiclass lo-
gistic regression a model will return a probability distribution over multiple possi-
ble diagnoses (Elujide et al., 2021; Qureshi et al., 2016). This makes the data-driven
approach amenable to transdiagnostic studies (Pelin et al., 2021).

Second, models employing clustering algorithms can be used to aid nosology,
the organization of mental illnesses into a set of categories (Zachar & Kendler,
2017). Within this paradigm, the objective of the model is to find a partitioning
of the data that best satisfies a chosen set of statistical criteria. When models are
used to find clusters within extant disorder categories, this is called sub-typing
(Feczko et al., 2019). A third application of the data-driven approach is prognosis,
the prediction of how an individual’s condition will evolve over time. Machine
learning models can be used to predict clinically relevant events, such as symptom
onset (Koutsouleris et al., 2021). Recurrent neural networks, an architecture par-
ticularly well-suited to exploiting temporal regularities, can be used to compute
disease trajectories (Shickel et al., 2018; Suhara et al., 2017). Finally, perhaps the
most important target application of all is treatment assignment, using patient data
to decide which therapeutic approach to pursue 3. Studies have attempted to apply
machine learning to predict responses to both pharmacological and psychothera-
peutic treatments (Chekroud et al., 2021; Su et al., 2020).
3Initial research in this domain often involves predicting response to an individual treatment as
opposed to assignment among treatments. Clearly, if reliable estimates of treatment response
could be computed across many treatments, this would lead to a straightforward procedure for
assigning treatment. Namely, predicting the response to multiple treatments and selecting the
best one (indeed, the problems are treated as synonymous in Chekroud et al., 2021).
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2.2.2 Data acquisition

Machine learning models are typically data hungry, meaning that they only learn
patterns that are robust and generalizable if supplied with large volumes of data.
This makes data acquisition a crucial part of the approach (Dwyer et al., 2018). The
reason for these onerous data requirements is known as the curse of dimensional-
ity, a term referring to the fact that, as more dimensions of variation are consid-
ered, the numerosity of the data required tomaintainmodel performance increases
exponentially (Keogh & Mueen, 2017). This means that collecting the quantities
of data required to train massively multivariate models of mental illness requires
large-scale coordination (Bzdok & Meyer-Lindenberg, 2018).

Since variation at almost every conceivable level of organization is thought to
be relevant to mental illness (Kendler & Gyngell, 2020), data can be collected in in-
numerable ways, from questionnaires and cognitive tasks, to biomarkers and neu-
roimaging, to social media and wearable electronics (Balaskas et al., 2021; García-
Gutiérrez et al., 2020). The challenges involved vary across modalities. For ex-
ample, collecting and analyzing neuroimaging data is time-consuming and costly
(Najafpour et al., 2021). On the other hand, clinical notes in Electronic Health
Record (EHR) data are abundant and accessible, but unstructured (Shickel et al.,
2018). Pre-processing diverse data modalities such that they can be integrated by
a single model is a technical challenge. Additionally, it is often unclear whether
different operationalizations of psychological concepts actually measure the same
latent construct (Poldrack & Yarkoni, 2016). Given these difficulties, Shickel and
colleagues (2018, p. 24) describe developing a unified representation of such dis-
parate sources of information as the “holy grail of clinical deep learning research”.

2.2.3 Model design and training

Given a rich and voluminous dataset, the next step is to design a model. In the
machine learning paradigm this consists of specifying the objective function, ar-
chitecture, and learning rule of the model. The objective may be to predict remis-
sion rates, responsiveness to specific medications, or symptom response trajecto-
ries (Bzdok &Meyer-Lindenberg, 2018; Chekroud et al., 2021; Rutledge et al., 2019).
Translating the natural language expression of the goal into amathematically spec-
ified objective function is a crucial part of the design phase. The architecture of
a model consists of its components and how they are organized. For example, a
deep neural network consists of multiple layers of neuron-like computational units
equipped with activation functions (Durstewitz et al., 2019), while a decision tree
consists of hierarchically organized decision nodes (Feczko et al., 2019). Machine
learning researchers have developed a veritable zoo of model architectures with a
variety of mathematical and representational properties (Bronstein et al., 2021). In
principle, architectures can be designed to exploit the kinds of regularities in the
sampled data domain. In the case of high-dimensional, multimodal patient data,
however, design principles guiding architectural choices are not yet well estab-
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lished (Si et al., 2021), reflecting the lack of scientific consensus on the nature of
mental illness.

Once an objective and architecture are chosen, training takes place. A ma-
chine learning model is usually initialized with random parameter values (Chollet,
2021, p. 46). What the model outputs is a function of the input and these pa-
rameter values. In a deep neural network, for example, the parameter values are
the connection weights between the neurons and each individual neuron’s bias.
The goal of learning is to find a set of parameter values that optimizes the objec-
tive. For example, if the objective is to diagnose depression, the model might take
neuroimaging and physiological data associated with an individual and output a
binary classification reflecting the presence or absence of a diagnosis (Arbabshi-
rani et al., 2017; Sharma & Verbeke, 2020). The model’s output is then compared
with the true label for the data point. In this case, the label would be provided by
a clinician’s diagnostic judgement about the patient. Having access to the ground
truth label makes this an example of supervised learning. Should the machine’s
output be incorrect, an error signal, often called the loss, is computed. This error
signal, in conjunction with a learning rule, like stochastic gradient descent, is used
to update the parameter values 4. After many iterations of this process, a model
converges on a stable set of parameter values that encode its best approximation to
the true function relating the input data to the output labels. In our example, the
parameters can be considered as encoding a hypothesized relationship between
biological variables and depression. Crucially, to avoid overfitting on the particu-
larities of the data sample used for training, models must always be validated on
novel datasets (Bzdok & Meyer-Lindenberg, 2018; Rutledge et al., 2019).

The simple example above is the tip of the iceberg when it comes to applica-
tions of the data-driven approach. While a thorough review is out of scope for this
paper, it is worth noting the broad categories of unsupervised and semi-supervised
methods, which do not rely on labels (Bengio et al., 2013; Bronstein et al., 2021;
Domingos, 2012). In our depression diagnosis case, ground truth labels were pro-
vided by human judgement. In addition to being costly and time-consuming to
generate, the use of human judgment in producing labels limits the potential value
data-driven models can provide (Bickman, 2020). Durstewitz and colleagues (2019)
point out that the value of data-driven diagnosis is upper-bounded by howwell ex-
tant diagnostic labels capture the underlying nature of mental illnesses. For this
reason, the data-driven approach “needs to go beyond themere prediction of symp-
toms by current diagnostic schemes, but rather has to help refining our diagnoses”
(Durstewitz et al., 2019, p. 1591). In line with this idea, researchers have employed
unsupervised machine learning methods to discover novel clusters of patients that
can be used to predict outcomes, stratify treatments, and increase understanding
(Gould et al., 2014; Miranda et al., 2021; Pelin et al., 2021). The crucial point is that,

4In practice, one iteration of a training loop usually involves a batch of data instances, rather than
just one.
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while supervised learning is limited by human experts’ ability to provide useful
labels, the data-driven approach as a whole need not be.

2.2.4 Validation and deployment

Once data have been collected and a model has been trained, the next steps are
validation and deployment. As of yet, the majority of studies implementing the
data-driven approach are proof-of-concept and most trained models have not been
clinically deployed (Cearns et al., 2019; Chekroud et al., 2021). In an insightful re-
view, Cearns and colleagues (2019) provide a checklist that any machine learning
model should comply with to demonstrate readiness for clinical application. Mod-
els should show: 1) an improvement on whatever approach constitutes the current
state-of-the-art for the clinical application in question, 2) validation with a large,
external dataset, and 3) clear specification of the scope of the model (i.e., the popu-
lation for which its validity has been rigorously demonstrated). Once deployed, a
machine learning model must be continually evaluated to ensure that its accuracy
remains robust, that it is secure, and that it does not lead to unacceptable algo-
rithmic bias. Practically, deployment also requires coordination with clinicians to
ensure that models are well-utilized (Tonekaboni et al., 2019). As the data-driven
approach matures, further concrete issues relating to clinical deployment are sure
to emerge.

2.2.5 The data-driven approach in practice: An example

An example will help to elucidate how the data-driven approach plays out in prac-
tice. In a large-scale study, Koutsouleris and colleagues (2021) used multimodal
machine learning to predict whether patients with clinical high-risk states and
recent-onset depression would transition to psychosis. In an extensive data ac-
quisition process spanning five countries and more than three years, Koutsouleris
and colleagues collected data from many domains including sociodemographic,
questionnaires, self-reports, structured interviews, cognitive and behavioral tasks,
neuroimaging, and genetics. This highlights the importance of collecting spatially
and temporally distributed data for constructing generalizable models that will be
robust to variation in social and cultural factors (Bzdok &Meyer-Lindenberg, 2018;
Dwyer et al., 2018). To make use of their avalanche of information, Koutsouleris
and colleagues built a stacked model, a kind of architecture suitable for automati-
cally learning how to best integrate disparate data sources 5. The researchers’ mul-
timodal predictive model was able to outperform all unimodal competitors as well
as human clinical raters in prognostic accuracy. In addition to the predictive value
of their model, the authors were also able to extract clinical insights into psychosis
by analyzing their findings. For example, they found high-risk patients predicted

5Stacked models consist of multiple base models, each exploiting a particular data modality, and a
meta-model which learns how to weight the predictions of the base models.
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not to transition to psychosis had increased temporo-occipital brain volume rel-
ative to healthy controls, suggesting a neural basis for mechanisms of resilience.
Further, they found certain neurocognitive factors, such as impaired facial affect
recognition, were markers of poor psychosis outcomes in both clinical high-risk
and recent-onset depression groups.. This highlights another important feature of
the data-driven approach. Investigating a transdiagnostic population, that is, incor-
porating data from groups which are typically investigated separately, allows the
data-driven approach to find and exploit patterns which transcend the group dif-
ferences captured by traditional inferential approaches (Hengartner & Lehmann,
2017; McGorry & Nelson, 2019).

2.3 The philosophical commitments of the data-driven
approach

Now that we have covered the methodological basis of the data-driven approach,
we can turn to its philosophy. I raise two points. First, the data-driven approach
purports to be theory neutral, relying on automated statistical procedures rather
than theoretical assumptions to cut through the complexity of mental illness. Sec-
ond, the data-driven approach is function-oriented, focusing on building models to
optimize each step of the clinical decision-making pipeline. These features will
turn out to be important for assessing whether the approach can transform psy-
chiatry by radically improving patient outcomes.

2.3.1 Theory neutrality

Different schools of thought have long disagreed about the nature of mental ill-
nesses (Kendler, 2016; Shorter, 1997; Tsou, 2021; see also Dembic, 2023; Leder &
Zawidzki, 2023, this volume). Should we think of them as brain disorders defined
by neural dysfunction, socially constructed labels for deviant behavior, irreducibly
subjective pathologies of psychology, or an intricate mixture of these ingredients?
The data-driven approach chooses to wash its hands of the issue entirely, prefer-
ring to remain theory neutral (Paulus, 2015). Unlike the attempt to develop mech-
anistic models of disease processes, the data-driven approach to psychiatry makes
no strong assumptions about the nature or causal structure of mental illness (Ben-
nett et al., 2019). Practitioners take this feature to be a strength of the approach.
For example, Chekroud and colleagues (2021, p. 154) claim that machine learning
offers a set of “powerful hypothesis-free approaches” to predicting treatment out-
comes. Similarly, in a review of techniques applying deep learning to Electronic
Health Record data, Shickel and colleagues (2018, p. 17) describe the philosophy
as “letting the data speak for itself by discovering latent relationships and hierar-
chical concepts from the raw data, without any human supervision or prior bias”.
From the data-driven perspective, then, theoretical assumptions about mental ill-
ness do more harm than good, and we would be better off relying on the presumed
objectivity of models trained with automated procedures.
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It is important to note that the data-driven approach is not, and indeed no ap-
proach can be, truly atheoretical (Joober & Tabbane, 2019). In practice, even huge
quantities of data are useless without significant constraints on learning (Domin-
gos, 2012). Researchers developing machine learning models make many choices
about which data to collect, which architecture to use, how to specify their objec-
tive, and so on (see section 2.2). Each of these decisions biases a model towards
learning some structures rather than others, a phenomenon often discussed in ma-
chine learning under the term inductive bias (Battaglia et al., 2018). Despite this
caveat, the intention to remain as neutral as possible with respect to theory still
constitutes a significant philosophical commitment of the data-driven approach. In
the argument to come, I will suggest that this is a mistake. Without theory-driven
research to improve understanding of how treatments can improve outcomes, the
data-driven approach has limited potential.

2.3.2 Function orientation

Powerful methodological tools alter how domains of inquiry are perceived by their
users. Cichy and Kaiser (2019, p. 312) express this point thusly, “once technolog-
ical artefacts are commonly used, they are not mere tools to realize predefined
scientific goals but begin to shape social reality in a way that affects the user’s
desires and interests”. The data-driven approach is no exception. As Dwyer and
colleagues put it (2018, p. 95), “modern machine learning methods can contribute
greatly to clinical psychology and psychiatry by changing the way that problems
are considered [emphasis added]”. I introduce the term function orientation to de-
scribe the perspective on psychiatry that the data-driven approach imposes. The
term function here should be interpreted in the mathematical sense of mappings
from inputs to outputs. Note that the function-oriented perspective is largely im-
plicit in the way data-driven research is carried out, rather than being explicitly
endorsed by its practitioners.

The function-oriented perspective decomposes psychiatric science into a set of
statistical problems, each addressable through the development of the right ma-
chine learning model. It formulates these problems in mathematical terms, with
solutions consisting of trained models judged by accuracy metrics. The overall
goal is to optimize the entire pipeline of clinical decision making, from diagnosis
to treatment assignment. As Dwyer and colleagues (2018, p. 94) put it, “the ulti-
mate aim of translational machine learning is to generate procedures that would
be beneficial for clients, general practitioners, and in specialized hospital settings
to improve patient outcomes”. This is a noble aim. However, the overall effect
of viewing psychiatry this way is that discrete clinical decisions are foregrounded,
while anything not amenable to being quantified and incorporated into a statistical
learning problem is neglected. For example, the role of the psychiatrist as an em-
pathic listener and the idiosyncratic content of mental distress, resistant to concise
mathematical representation, can easily be obscured in this formulation (Horn &
Weisz, 2020). Of course, these are relative effects. Function orientation does not
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make one blind to the interpersonal nature of psychiatry. However, to the extent
that one develops expertise in a way of seeing that relies on noting and measuring
formalizable properties, one naturally becomes less attuned, on average, to those
properties which cannot be easily formalized. This is what Cichy and Kaiser (2019,
p. 312) mean when they stress that “models are not neutral tools.” In section 4.1,
I will argue that function orientation is a flawed perspective. Without address-
ing the limitations of currently available treatments, optimizing clinical decision
making cannot be transformative.

3 The bottleneck of understanding
Having characterized the data-driven approach, I now introduce the notion of un-
derstanding that I claim to be of critical importance to treating mental illness 6.
While this is a general account of understanding, when it is applied to how patients
understand their own illnesses it takes on a crucial role for psychiatric science. In
particular, I argue that, for patients suffering from mental illnesses, developing
this form of understanding is necessary for recovery. According to my argument,
patient understanding serves as a bottleneck which any effective approach to psy-
chiatric science must address to improve patient outcomes.

3.1 Understanding as possession of adaptive mental
constructs

I propose that understanding can be usefully conceived of as a set of adaptive
mental constructs through which experience is mediated. I derive this definition
by integrating ideas from theorists of psychiatry and the pragmatist tradition in
philosophy. The notion of understanding has a rich history in psychiatry. Per-
haps best known is Karl Jaspers’ account (1959/1997), on which understanding is
a psychiatrist’s intuitive, empathic means of interpreting a patient’s mental world.
However, while the interpersonal relationship between practitioner and patient is
of immense importance to psychiatry, understanding can also be isolated and con-
sidered at an individual level. For example, consider German polymath Wilhelm
Dilthey’s account (Dilthey, 1984/1977). Central to Dilthey’s notion of understand-
ing is what he calls the “acquired nexus of psychic life” (1984/1977, p. 42). This
nexus includes our values, habits, ideas, and goals and influences “every single act
of consciousness” (1984/1977, p. 59). In Dilthey’s view, these mental constructs
form a coherent whole that “determines the nature of our understanding of our-
selves and of others” (1984/1977, p. 55). Following Dilthey, then, we will take

6Note that I am not arguing that this is the correct or best way to conceptualize understanding,
either across all contexts or even within the domain of psychiatry. There are other notions of
understanding that may be valuable and important in different contexts. See section 5.1 for more
on this point.

Crook, B. (2023). Understanding as a bottleneck for the data-driven approach to psychiatric
science. Philosophy and the Mind Sciences, 4, 5. https://doi.org/10.33735/phimisci.2023.9658

©The author(s). https://philosophymindscience.org ISSN: 2699-0369

https://doi.org/10.33735/phimisci.2023.9658
https://creativecommons.org/licenses/by/4.0/
https://philosophymindscience.org


Understanding as a bottleneck for the data-driven approach to psychiatric science 13

the basis of understanding to consist of a set of mental constructs through which
experience is mediated. However, we focus our attention specifically on patients’
understanding of their own inner lives, as this is what is of particular relevance to
the goals of psychiatric science.

A further property that plays a role in conceptualizations of understanding
from both inside and outside of psychiatry is that of adaptivity. In general, some-
thing is adaptive if it enables goals to be achieved under a set of environmental con-
straints. Within psychiatry, this notion appears in Aaron Beck’s cognitive model
of mental illness (Beck, 1985; Beck & Haigh, 2014). On this view, a patient’s psy-
chological distress is a downstream effect of their maladaptive cognitive schemas,
which are the “beliefs, expectancies, evaluations, and attributions” that “serve to
order everyday experience” (Beck & Haigh, 2014, p. 12). Note the similarity to
Dilthey’s acquired nexus, described above. Under the cognitive model, interven-
tions involve cognitive restructuring, which is the active modification of a patient’s
maladaptive beliefs and schemas, to make them adaptive. However, one need not
adopt the specific conceptual lexicon of the cognitive model in order to subscribe
to the view that an adaptive notion of understanding is crucial to psychiatry. For
example, Bruce Wampold defines adaptive explanations as those that “provide a
means to overcome or cope with […] difficulties” (Wampold & Imel, 2015, p. 58).
Wampold and Budge suggest that “patients typically present with amaladaptive ex-
planation for their disorder” and “a primary therapeutic activity of the therapist is
to provide an adaptive explanation” (Wampold & Budge, 2012, p. 612). Wampold’s
work on the common factors of efficacious psychotherapy shows that the deliv-
ery of such adaptive explanations is a necessary feature of all effective therapies
(Wampold, 2015; Wampold & Imel, 2015). 7 While this line of work focuses on adap-
tive explanations, from a patient’s perspective, accepting and internalizing such an
explanation just is coming to understand their experience in an adaptive way.

The idea that understanding is usefully conceptualized as adaptive, affording
particular abilities or skills, also resonates with recent currents of thought in the
pragmatist philosophy of understanding (Grimm, 2019; Hills, 2016; Regt, 2019;
Wilkenfeld, 2013). Consider Daniel Wilkenfeld’s (2013) account:

Understanding is at root the possession of the right sort of mental rep-
resentations of that which is understood; […] a mental representation
counts as being “of the right sort” in virtue of the fact that posses-
sion of it enables one to perform […] feats relevant in that context.
(Wilkenfeld, 2013, p. 1000)

7The idea that diverse methods of psychotherapy owe their efficacy to a set of shared common
factorswas first proposed by Saul Rosenzweig (Rosenzweig, 1936) before being explored in greater
depth by Jerome Frank (Frank & Frank, 1993). Various common factors, including the therapeutic
alliance, empathy, and shared expectations, have been proposed (Wampold, 2015). While there is
no consensus on a particular conceptual model, there is very strong evidence that the common
factors account for most of the variance in clinical outcomes (Peterson, 2019).
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Notice that this view equates understanding with being empowered to do certain
things. Namely, whatever is relevant to a particular context. Wilkenfeld’s account
is general but can be readily applied to psychiatric patients. Themental representa-
tions relevant to patients may involve aspects of self-understanding, life narratives,
memories of and beliefs about aberrant experiences, and so on (Glover, 2020,; Mc-
Connell, 2020). The relevant feats which the afflicted hope to be enabled to perform
may be things like engagement in autonomous, competent behavior, the pursuit
of goals, and effective self-regulation, particularly in the face of stressors (Ivanov
& Schwartz, 2021; Jacob, 2015).

So then, putting the ideas above together, patient understanding can be cast as
the patient’s possession of a set of adaptive mental constructs. Following Beck and
Dilthey, I use the term mental constructs to refer to things like beliefs, habits, goals,
expectancies, evaluations, values, and so on 8. FollowingWampold andWilkenfeld,
I use the term adaptive to mean enabling one to do relevant things in a given
context. Notice two things about this notion of understanding. First, it covers
both intuitive and intellectual senses of the word. By intuitive, I mean related to
early, subconscious aspects of information processing, like the biased emotional
processing hypothesized to be important to depression (Harmer et al., 2009). By
intellectual, I mean involving articulable propositional content, like a belief that
one is incapable (Beck, 1985). Second, the notion of understanding we are using is
not factive. That is, it does not require conformation to any particular standard of
truth (Doyle et al., 2019). This is suitable for our context for two reasons. First, in
the study of effective psychotherapy there is no empirical evidence that the truth
value of the explanation is related to outcome 9 (Frank & Frank, 1993; Wampold
et al., 2007). Second, for some of the mental constructs relevant to this notion of
understanding, such as evaluations, it is not clear whether or how a truth value
could be ascribed. I further clarify and defend this analysis of understanding in
section 5.1.

3.2 Understanding as a bottleneck to recovery
Above, we conceptualized understanding as possession of adaptive mental con-
structs. For those suffering from mental illness, gaining understanding might in-
volve developing beliefs, expectancies, and values which enable the self-regulation
of affective experience and behavior. I nowmake the claim that patient understand-
ing is a bottleneck for robust recovery.10

8The argument does not turn on which particular mental constructs play the role of organizing
ongoing experience. See section 5.1 for further elaboration on this point.

9Of course, such evidence may be forthcoming. There are theoretical reasons to expect some
relationship between truth and efficacy, all else being equal (see Baker et al., 2008; Laska et al.,
2014, for discussion of this issue).

10I follow defenders of the recovery model in viewing recovery from mental illness as describing
a process towards a goal of living a self-efficacious and satisfying life (Anthony, 2000; Jacob, 2015;
Ramon et al., 2007).
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A bottleneck is a component within a broader system that limits the rate at
which something is produced. For example, a shortage of semiconductor chips
limits the rate at which cars can be manufactured. I suggest that patient under-
standing is a bottleneck for recovery in the following sense: the long-term rate at
which a patient recovers is limited by the rate at which that patient develops under-
standing of their illness. In other words, the outcomes psychiatric science wants to
bring about cannot be achieved without finding a way to reliably increase under-
standing. Including the ‘long-term’ qualifier here captures the idea that short-term
improvements in an outcome measure could reflect random fluctuations in envi-
ronmental factors such as the number and intensity of stressors. Such fluctuations
are one of the reasons why recovery is typically a non-linear process that happens
in “fits and starts” (Jacob, 2015, p. 118). Casting understanding as a bottleneck is
a way of framing the idea that, given how we have defined understanding, it is
essential for a robust recovery. If one lacks adaptive mental constructs, one can-
not perform relevant feats in one’s own context. As previously stated, these feats
may include setting and seeking personal goals, regulating affective experience,
and engaging in a community. If one lacks the mental constructs that enable the
performance of such feats, it is difficult to see how one could live a satisfying and
self-efficacious life, conditions constitutive of recovery11.

I see the value of the bottleneck framing as being threefold. First, the concept of
a bottleneck implies embeddedness in a system with multiple components. In this
case, the system consists of psychiatric science as a whole, including disease classi-
fication, treatment development, therapeutic best practice, and so on. This makes
the metaphor apt for sharpening thinking about the relationship between under-
standing and other levels of organization which may be pertinent to improving
outcomes. For example, variables specifiable at the genetic, behavioral, and social
levels may each be critical intervention targets for specific instantiations of psy-
chiatric disorder. That is, inducing the adaptive mental constructs that constitute
understanding may, in some cases, be most effectively achieved through interven-
tions that are primarily medicinal or behavioral, rather than psychological12. How-
ever, the bottleneck framing highlights that in order to engender a robust recovery,
any intervention must induce understanding. Beck (1985, pp. 333–334) makes a
related point, noting that both psychotherapy and pharmacotherapy must alter de-
fective cognitive content to be efficacious. Second, framing the challenge of psychi-
atry as addressing the bottleneck of understanding foregrounds subjective experi-
ence and psychopathology. Why is this a good thing? Because psychopathology is
the very subject matter of psychiatry (Stanghellini & Broome, 2014). Neurobiolog-

11While I have framed this in terms of the recovery model (see fn.10), the argument also applies,
albeit less strongly, to symptom-focused models of recovery. To see this, consider that some of
the feats relevant to patients will be constitutive of their diagnoses. For example, a patient with
generalized anxiety disorder may hope to concentrate effectively on tasks and avoid becoming
irritable (both symptoms of the disorder in the DSM 5, American Psychiatric Association, 2022).

12I thank an anonymous reviewer for pressing me to make this point clear.
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ical, genetic, and sociocultural approaches are necessarily studying the correlates
of what is, fundamentally, mental disorder (see Thornton, 2020, p. 235, for a more
detailed version of this argument). Finally, focusing on a person-centered, inten-
tional, mental ability like understanding when conceptualizing the goals of psychi-
atry may be of pragmatic value. Both theory and empirical evidence suggest that
a sense of agency and self-efficacy are important for recovery from mental illness
(Glover, 2020; McConnell & Snoek, 2018). Framing the challenge of recovery as
the development of understanding emphasizes the power of the human subject to
actively negotiate an alleviation of their own suffering (Anthony, 2000; Coulombe
et al., 2016).

4 The data-driven approach and the bottleneck of
understanding

If the view presented in section 3 is correct, a transformative improvement to psy-
chiatric science must involve unblocking the bottleneck of understanding. In this
section I argue that the data-driven approach lacks a clear means of achieving this.
First, I argue that, because extant treatments lack specificity, optimizing their allo-
cation will not address the bottleneck of understanding. Then, I argue that using
the data-driven approach to target patient outcomes directly is fraught with the-
oretical challenges. Finally, I argue that there are conceptual difficulties plaguing
the translation of data-driven insights into therapeutically valuable information
that can aid patient understanding.

4.1 Limits of a function-oriented approach
Recall that the data-driven philosophy being function-oriented refers to how it con-
ceptualizes psychiatry as a collection of machine learning problems. As discussed
in section 2.3.2, methodological tools act like filters, rendering particular aspects
of phenomena salient. In this case, the data-driven approach focuses on clinical
decision-making under the implicit assumption that optimizing these decisions
will dramatically improve outcomes. Since clinical decisions can only be made
with respect to existing interventions, the improvements the data-driven approach
hopes to bring about must be realized through negotiating a more effective allo-
cation of interventions (Bzdok & Meyer-Lindenberg, 2018, p. 225). I call this the
indirect path to transforming patient outcomes, since it does not involve targeting
patient understanding directly.

The problem with the indirect path is the lack of specificity of extant treat-
ments. A treatment would be specific if it had an active ingredient that rectified
a particular dysfunction (Wampold & Imel, 2015, p. 60). Unfortunately, there is
little evidence that treatments from either of the twomajor modalities, psychother-
apy or pharmacotherapy, operate through specific ingredients that directly tar-
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get pathology (Ivanov & Schwartz, 2021; Middleton & Moncrieff, 2019; Sathya-
narayana Rao & Andrade, 2016; Wampold & Imel, 2015).13 In the case of psy-
chotherapy, Wampold and Imel summarize their comprehensive review of the sub-
ject thusly, “there is no compelling evidence that the specific ingredients of any
particular psychotherapy or specific ingredients in general are critical to producing
the benefits of psychotherapy” (Wampold & Imel, 2015, p. 253). When it comes to
pharmacotherapies, Middleton and Moncrieff state that “there is no evidence that
antidepressants work by correcting a chemical imbalance or other identifiable ab-
normality” (Middleton & Moncrieff, 2019, p. 52). While there are many theories
attempting to get a firmer handle on therapeutic mechanisms of action (e.g., Beck
& Haigh, 2014; Harmer et al., 2017), these have not yet led to the development of
specific treatments.

This lack of specificity in treatments is concerning for the data-driven approach.
If it were the case that extant treatments were specific but misallocated, correcting
their allocation would be a clear path to radically improved outcomes. However,
given the lack of evidence that extant treatments are specific (Budd&Hughes, 2009;
Wolpert et al., 2021), the effects of improved allocationmay be small. The problems
associated with mental disorders are, as Leichsenring and colleagues (2022, p. 141)
put it when summarizing their findings from a survey of meta-analyses across ma-
jor mental disorders, “not sufficiently addressed by the available treatments”. By
analogy, imagine a restaurant full of diners randomly assigned variously shaped
spoons to cut thick steaks. An optimal reallocation of the spoons according to
hand size would be unlikely to bring about a transformative improvement in the
average carving ability of the patrons. The aim of data-driven psychiatry can be
summarized as the prescription of the right treatment to the right person at the
right time (Trivedi, 2016). However, if a specific treatment has not been devised
yet, no algorithm can recommend its prescription.

4.2 Limits of a theory-neutral approach
Above we questioned the indirect path by which the data-driven approach could
revolutionize patient outcomes. What about a direct path? The idea here would be
that the data-driven approach could improve treatments by optimizing for patient
understanding itself. In other words, machine learning could be used to tailor treat-
ments to achieve better outcomes. Research in this area is already underway (see
Chekroud et al., 2021; Su et al., 2020, for reviews). In one study, researchers coded
therapist utterances in cognitive behavioral therapy sessions and trained a model
to determine the association between therapeutic content and clinical outcomes
(Ewbank et al., 2020). In this case, the quantity of utterances classed as cogni-
tive and behavioral change methods in therapy sessions was found to correlate
with better chances of symptom improvement. While such early results are valu-

13As Wampold and Imel state (2015, p. 47), the necessity of some form of exposure for treating
specific phobias may be an exception to this rule.
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able, notice the theoretical challenges involved in pushing such research programs
further. Ewbank and colleagues used a cognitive behavioral therapy framework
to define twenty-four classes of utterance (e.g., mood check, set goals, therapeutic
empathy). The coding of these utterances runs into thorny theory-laden issues of
variability and interpretation (Horn &Weisz, 2020). What are the right categories?
How many categories can a single utterance belong to? Should semantically dis-
tinct ways of expressing similar sentiments be considered therapeutically equiv-
alent? Far from the theory-neutral philosophy of the data-driven approach, ap-
plying the methodology to improving treatment demands introducing significant
theoretical assumptions. This should not be read as a criticism of this research
direction. Rather, it is an attempt to show that for the data-driven approach to
tackle understanding, interdisciplinarity and theory are required. The hypothesis-
free number crunching espoused by some proponents of the data-driven approach
is not a viable option.

There is a different kind of problem for the strategy of developing pharmaco-
logical treatments to overcome the lack of specificity mentioned in section 4.1. In
Chekroud and colleagues’ review of data-driven approaches to predicting treat-
ment outcomes (2021) they find that factors at the psychological and social levels
“consistently offer more meaningful and generalizable predictions” (2021, p. 165)
than those at the neurobiological and genetic levels. In other words, when it comes
to treatment outcomes, most of the predictive signal is not to be found at a level that
can be targeted directly by pharmacological interventions. This means that, with-
out a well-validated mapping between the predictive psychological constructs and
the neurobiological entities that implement them, pharmacological interventions
cannot be targeted directly at understanding (Ivanov & Schwartz, 2021; Poldrack
& Yarkoni, 2016). As Ivanov and Schwartz (2021, p. 5) say, “we are still very far
indeed” from possessing such a mapping. This critique is not meant to trivialize
the important work of using the data-driven approach to improve the allocation
of extant treatments for conditions like depression (Chekroud et al., 2016; Nie et
al., 2018). However, these success stories are of the modest, indirect variety. They
do not give any reason to think that the data-driven approach can optimize novel
pharmacological treatments to directly target psychopathology.

4.3 Translation problems for data-driven insights

Another avenue by which the data-driven approach might transform mental
healthcare is by extracting therapeutically actionable insights from trained models.
Indeed, a common assertion among proponents of the data-driven approach is that
these methods might discover subtle and complex patterns which aid mechanistic
understanding of mental disorders. For example, Durstewitz and colleagues (2019,
p. 1592) suggest that as well as using deep neural networks for prediction, we may
be able “to employ them to also gain insight into physiological, computational,
and cognitive mechanisms”. Along the same lines, Koppe and colleagues (2021,
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p. 187) state that using visualization techniques on machine learning models “may
help uncover interpretable multi-modal biomarkers of psychiatric disease”.

One reason to think this might be so is the convergence logic that characterizes
data-driven success stories in science. I introduce the term convergence logic to
refer to the idea that, because accurate prediction in complex, high-dimensional
domains is exceedingly difficult, any model that attains high accuracy under tight
constraints must do so in virtue of learning robust patterns which capture core
features of the data domain being modeled (Schrimpf et al., 2020). This line of rea-
soning is behind the neuroscientific research program using deep neural networks
to model the primate ventral visual stream (Yamins & DiCarlo, 2016). In that case,
the conjecture is that in order to be able to accurately classify images, a neural net-
work has to converge upon mechanisms that approximate its biological target14.
The convergence logic is also manifest in the linguistic structure that is learned by
neural network language models (Manning et al., 2020). In order for a model to ac-
curately predict language tokens, it has to internalize aspects of linguistic structure.
Moving back to psychiatry, if large computational models incorporating multiple
modalities are able to generate accurate prognoses or reliably pick out novel dis-
order subtypes, one might think it must be because they are converging on robust
structure in the data15. On this view, machine learning models might be the right
tools to discover the kind of “fuzzy, cross-level mechanisms” that Kendler suggests
might be the “true nature of psychiatric disorders” (Kendler, 2012, p. 18).

How would such discovery relate to patient understanding? Kendler and
Campbell (2014, p. 1) suggest that scientific knowledge might “expand the domain
of the understandable” by providing models of psychopathological processes
that render them intelligible (note that Kendler and Campbell are referring to
Jaspers’ clinician-centered notion of understanding here). As an example, the
authors discuss the pathological misattribution of meaning that leads to delu-
sional beliefs in schizophrenia, considered paradigmatically un-understandable
by Jaspers. Modern neuroscience posits the aberrant behavior of dopaminergic
neurons encoding motivational salience to explain how these beliefs are formed.
Kendler and Campbell suggest that this form of dopamine system dysfunction
makes sense of the psychopathological experiences. If the data-driven approach
could provide scientific knowledge about a range of psychiatric disorders, those
insights might be used to provide adaptive explanations to patients and induce
the understanding required to radically improve outcomes16. Of course, there
may be fundamental limits to this enterprise in certain cases. For example, it is
difficult to see how scientific understanding could translate into an understanding

14Naturally, this holds only for a given level of abstraction.
15We are assuming here that rigorous cross-validation rules out models achieving accuracy by over-
fitting on spurious correlations.

16Other authors have argued that bringing neuroscience into the clinic could have negative conse-
quences, inducing fatalism by conveying a deterministic world, stripped of human agency (Hy-
man & McConnell, 2020).
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of psychopathological experiences which lack internal coherence17. This is an
avenue that future research must explore. However, even if the convergence
logic holds and novel multilevel patterns which can be mapped onto features of
mental disorder are discovered18, there are still important barriers for translating
data-driven insights into improved clinical outcomes.

The first is the issue of intelligibility. The flexibility and expressivity of the
machine learning paradigm come with a cost. How these models transform input
into output is, prima facie, unintelligible (Zednik, 2021). In their review of ma-
chine learning applications in psychiatry, Cearns and colleagues (2019, p. 9) claim
forcefully that “knowing every single one of the hundreds of millions of param-
eter values in a given ML model would fail to provide even a spec of practically
useful insight into the inner workings of a trained model”. However, this assess-
ment is overly pessimistic. While it is clear that no human could infer meaning
directly from hundreds of millions of parameter values, functional characteriza-
tion of trained models at a higher-level of abstraction, such as layers or pathways
in a neural network, may be possible. In the domain of psychiatry, this would
require translating the components of trained machine learning models into psy-
chiatrically meaningful terms (Sheu, 2020). Strategies for interpreting the internal
structure of trained models are being developed (Elhage et al., 2021; Koppe et al.,
2021; Olah et al., 2018; Sheu, 2020). Researchers following such strategies, such as
Anthropic’s mechanistic interpretability approach (Elhage et al., 2021), use a com-
bination of mathematics and experimental techniques to probe machine learning
models in an attempt to characterize their functional organization. While further
research is clearly required, applying interpretability techniques to large predictive
models is a promising option for discovering the multi-level structure of psychi-
atric disorders.

Unfortunately, even the discovery of novel insights into mental illness would
not guarantee a transformative impact for the data-driven approach. This is due
to what I call the translation problem. Namely, that the understanding gleaned by
psychiatrists and the scientific community still needs to be translated into ther-
apeutic techniques that induce patient understanding. If a patient cannot inter-
nalize an explanation, then that explanation will not be adaptive for them. Expla-
nations invoking fuzzy and complex multi-level mechanisms, even if understood
by psychiatrists, may not be communicable to the average patient. In order for
these hard-won insights to be clinically relevant, they need to be translated into
language that resonates with the “assumptive worlds” of specific patients (Frank
& Frank, 1993, p. 30).19 Supporting this point, research has shown that having

17I thank an anonymous reviewer for raising this point.
18There is not space here to comment on whether such patterns would necessarily constitute mech-
anisms. The argument does not turn on whether or not they would.

19Wampold and colleagues flesh this notion out by suggesting that explanations “should be prox-
imal to the client’s currently held explanation or expectation, and should not create dissonance
with the attitudes and values of the client” (Wampold et al., 2007, p. 125). This coheres with the
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a shared rationale with a practitioner is important to patients and contributes to
improved outcomes (Cuevas et al., 2014; Johansson & Eklund, 2003; Wampold &
Budge, 2012). Further, non-specific components of psychiatric treatments, such
as clinical communication and treatment framing, also play a significant role in
patient outcomes (Priebe et al., 2020). This suggests that how explanations are
presented is important and that the inferential distance between practitioner and
patient should not be stretched too far. These points highlight the difficulty of the
translation problem. Discovering the multi-level structure of psychiatric disorder
is not enough. The data-driven approach still requires important theoretical work
to be done before the bottleneck of understanding can be addressed.

4.4 Implications

Overall, then, while the data-driven approach is a fascinating and powerful addi-
tion to the landscape of psychiatric science, it has no straightforward means of
unblocking the bottleneck of understanding. As such, the suggestion that this ap-
proach will bring about a transformative improvement to patient outcomes is not
warranted. This is not to claim that the data-driven approach has no role to play.
Though I have argued it will not be transformative, increasing the efficiency of the
allocation of extant treatments is still an important goal. Further, the data-driven
analysis of pharmacological and psychotherapeutic interventions is a promising
line of research from which important principles and insights regarding treatment
strategies can be derived (Ewbank et al., 2021). Finally, discoveries about how
fine-grained patterns of variation across multiple levels relate to psychopathology
and the course of mental illness will surely contribute to how we understand and
treat psychiatric disorder. To be clear then, the conclusion of the argument is that
the contribution of the data-driven approach ought to be incremental and interdis-
ciplinary, rather than discontinuous and technocratic. Proponents take pains to
acknowledge the technical, ethical, and practical challenges facing their endeavor
(Bzdok & Meyer-Lindenberg, 2018; Cearns et al., 2019). However, the function-
oriented and theory-neutral philosophy often obscures the deep conceptual chal-
lenges pervading a data-driven approach to psychiatric science. The problem of
inducing understanding in patients suffering mental distress cannot be solved by
data alone.

5 Responses to objections
I now anticipate and respond to possible objections to two of the core concepts
invoked in my argument.

point, explained in section 3.1, that adaptive explanations, and by extension understanding, need
not be true.
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5.1 On understanding
I cast understanding as the possession of adaptive mental constructs that enable a
subject to perform feats relevant to them. However, critics might protest that this
pragmatic notion has not been adequately defended. I will briefly address three
potential worries. First, there are many competing conceptualizations of under-
standing out there, so why pick this one in particular? Second, does this notion
really capture the views of the scholars I cited? Third, does this conceptualization
really capture anything unified at all?

On the first issue, as to why I choose this notion of understanding rather than
another, I make a clarification rather than supplying an argument. I endorse a form
of conceptual pluralism whereby concepts can be invoked or defined stipulatively
for the sake of argument so long as this practice is not abused to willfully obfus-
cate. The concept I am invoking was inspired by notions of understanding from
pragmatist philosophy and theoretical work in psychiatry. I take this to suffice
to show that my usage is neither without precedent nor needlessly idiosyncratic.
Ultimately, for the purposes of this paper, whether understanding is the right term
to label the concept I have described is less important than whether or not that
concept plays the role I have suggested in limiting the potential of the data-driven
approach to psychiatry.

A more serious worry is that I have erroneously conflated distinct views and
presented them under a common label. Along these lines, one might worry that
the acquired nexus invoked by Wilhelm Dilthey (1984/1977) in his discussion of
understanding and the cognitive schemas central to Aaron Beck’s (Beck & Haigh,
2014) theorizing are rather distinct from the adaptive explanations that Wampold
(Wampold & Budge, 2012) describes. The former two notions involve subconscious
aspects of mentality that organize ongoing perception and experience, whereas the
latter notion seems to be talking about explicit and propositional explanations. Are
these authors not pointing to distinct concepts? I think a close reading shows that
they each have something broader in mind. First, both Dilthey and Beck include
propositional entities like beliefs when spelling out their ideas. They do not limit
their concepts to the unconscious. Second, Wampold takes a very liberal stance
on what constitutes an explanation. For example, he describes an inability to rec-
ognize one has a problem as a dysfunctional explanation, even though this would
clearly not be an articulable proposition (Wampold et al., 2007, p. 123). As such,
despite their different framings, these authors are capturing a broadly co-extensive
set of mental constructs. Namely, those that play a critical role in structuring, or-
ganizing, and influencing ongoing experience.

Of course, even if I am right that understanding captures what Dilthey, Beck,
and Wampold have in mind, it may still be the case that it does not play the role
I am claiming it does. A third objection that one might have along these lines is
that this notion of understanding is both too broad and too vague to be useful. It
is broad in the sense described above, covering both subconscious and conscious
constructs. It is vague in the sense that I have not specified precisely what set of
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things is supposed to be captured by mental constructs. In response to this worry,
I stress that both the broadness of the notion and the vagueness with respect to
what kind of entities are being referred to are features of the account, not bugs.
Much of my argument turns on the fact that we have an inadequate theory of how
exactly these influences – beliefs, values, goals, expectations, and the like – give
rise to psychopathological experience. If we knewwhich constructs were relevant,
how they interact with one another, and how to specify and measure them, the
prospects of the data-driven approach addressing the bottleneck of understanding
would be significantly improved (see Poldrack & Yarkoni, 2016 for an exposition of
the view that there is unlikely to be any single ‘correct’ way to carve psychology
into a set of mental constructs). As such, I gladly acknowledge that my account
is underspecified. In my view, this reflects an appropriate degree of epistemic
uncertainty with respect to the details.

5.2 On the bottleneck metaphor

One possible objection to casting understanding as a bottleneck is that the mental
states that make up understanding do not bear the appropriate relation to the other
components in the system to justify the metaphor. In particular, a proponent of
the biological approach to psychiatry might argue that a suitable pharmacological
intervention not only alters a patient’s brain states, but also alters their mental
states. This interlocuter could suggest that treating the underlying neurobiology
and the mental dysfunction as independent smacks of Cartesian dualism. On this
view, regardless of the messy details, as long as subjective psychopathology is im-
plemented by neural wetware, it stands to reason that intervening on that wetware
constitutes intervening on the patient’s relevant mental constructs. This threatens
the applicability of the bottleneck metaphor, which implies that pharmacological
interventions are causally upstream of the mental constructs that feature in under-
standing.

It is certainly true that the complex relation holding between brain and mind
makes psychiatry significantly trickier to reason about than other systems which
experience bottlenecks, such as factory production lines. However, for the bot-
tleneck metaphor to be useful, all that is required is a dissociation between the
neural changes known to be induced by pharmacological agents and the develop-
ment of understanding. Notice that such a dissociation is a function of our state
of knowledge, and thus not a strong claim about the relation between brain and
mind. The utility of treating the cognitive and chemical as dissociable can be seen
in the cognitive neuropsychological theory of how antidepressants work (Harmer
et al., 2017, 2009). On this view, the early biological effects of selective serotonin
reuptake inhibitors lead to a positive shift in the processing of emotionally salient
information, which then leads to improved mood. This case highlights how schol-
ars still find it useful to consider the chemical and the cognitive as functionally dis-
tinct. Of course, Harmer and colleagues are well aware that the cognitive effects
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they point to are implemented by further biological changes (such as increased
neural plasticity). The point is that the precise details of these changes are not
yet known and hence cannot be targeted directly by pharmacological intervention
(see also section 4.2). Further, it has been shown that no specific feature of brain
biology is sufficient to demarcate healthy and pathological populations (First et
al., 2018; Holmes & Patrick, 2018). This implies that the dissociation should hold
for any pharmacological agent which targets a particular biomarker, at least to
the extent that there is uncertainty regarding the agent’s downstream effects. Of
course, it is possible that future technology will enable fundamentally different
kinds of neurobiological intervention. However, this does not threaten the bottle-
neck framing, which is specifically intended to characterize the challenge psychi-
atric science faces today, given our current epistemic and technological situation.
In sum, I maintain it is reasonable to consider patient understanding a bottleneck
to robust recovery.

6 Conclusion
The focus of this article is the question: Does the data-driven approach have trans-
formative potential for psychiatric science? In providing an answer to this ques-
tion, I focused on a core limitation. Namely, that patient understanding functions
as a bottleneck for recovery, and the data-driven approach is ill-suited to address
that bottleneck. If this view is correct, talk of an AI revolution in mental health-
care is premature. Given the current state of psychiatric science, the efficient allo-
cation of treatments, which the data-driven approach can deliver, is likely to yield
only modest improvements to mental health outcomes. In order to unlock addi-
tional benefits, further knowledge of the specificities of psychopathology and how
treatments can be tailored to induce the understanding necessary for recovery are
needed. This may involve engaging with research on features of psychiatry that
are difficult to formalize, such as empathy, non-verbal communication, and the
framing of treatments (Priebe et al., 2020), the role of placebo effects in treatment
outcomes (Enck & Zipfel, 2019), and the practitioner-patient relationship (Horn
& Weisz, 2020). As explained in section 4.2, this line of research involves many
researcher degrees of freedom and cannot proceed in a theory-neutral way. While
the data-driven approach can contribute to these endeavors, it will do so best in
collaboration with a theory-driven attempt to understand mental disorders.
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