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Abstract
The predictive processing framework has gained significant popularity across disciplines investi-
gating the mind and brain. In this article we critically examine two of the recently made claims
about the kind of headway that the framework can make in the neuroscientific and philosophical
investigation of consciousness. Firstly, we argue that predictive processing is unlikely to yield
significant breakthroughs in the search for the neural correlates of consciousness as it is still too
vague to individuate neural mechanisms at a fine enough scale. Despite its unifying ambitions,
the framework harbors a diverse family of competing computational models which rely on
different assumptions and are under-constrained by neurological data. Secondly, we argue that
the framework is also ill suited to provide a unifying theory of consciousness. Here, we focus
on the tension between the claim that predictive processing is compatible with all of the leading
neuroscientific models of consciousness with the fact that most attempts explaining consciousness
within the framework rely heavily on external assumptions.
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1 Introduction
The predictive processing (PP) framework has caused a lot of excitement among
philosophers and cognitive scientists in the last decade. Its main proponents take
it to provide a “unified account” of brain function (Friston, 2010), integrating re-
cent developments in computational neuroscience with the insights of Bayesian
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psychology. Moreover, it is allegedly “the first truly unifying account of percep-
tion, cognition and action” (Clark, 2016, p. 2), having the potential to “explain
perception and action and everything mental in between” (Hohwy, 2013, p. 1).
This is because accounts of cognitive phenomena formulated within this frame-
work posit only one fundamental type of information processing, i.e., prediction
error minimization, reiterated throughout the brain on many levels in a complex
computational hierarchy. The core idea is that the brain harbours an internal
model of the world, the cognitive agent, and the agent’s biological interior mi-
lieu, which constantly generates expectations (or guesses) about incoming stimuli
and their sources on all levels of the hierarchy. These top-down predictions about
(the causes of) sensory input are constantly compared to the actual incoming sen-
sory inputs, yielding (bigger or smaller) prediction errors. The internal model and
world can be matched in one of two ways: either the input is used to update the
model that yielded the predictions in the first place (perceptual inference) or the
sensory input is changed via action in order to match the model (active inference).1
Proponents of such approaches have already demonstrated its strong potential to
accommodate various mental phenomena surrounding perception, cognitive pen-
etration, perceptual binding, and attention (cf. Hohwy, 2013, pp. 101–138).

In line with their impressive prior contributions to PP, Hohwy and Seth (2020)
as well as Clark, Friston, and Wilkinson (2019), and Solms (2021) among others,
have recently stressed the potential of this framework to address consciousness.
Hohwy and Seth issued a programmatic statement trying to make good on the
claim that predictive processing can also inform us about different facets of con-
scious experience and guide the search for systematic neural correlates of con-
sciousness (NCCs). They suggest that PP offers the most promising approach for
embedding the on-going search for the NCCs within a unifying framework, one
which can even motivate and operationalize “closer links between phenomenolog-
ical properties of conscious experience and mechanistic properties of underlying
neural substrates” (Hohwy & Seth, 2020, p. 25). Although they admit that the “PP
approach is not, in itself, a theory of consciousness” (Hohwy & Seth, 2020, p. 2),
they claim that it is this feature that makes it uniquely fit for providing unifica-
tion, while remaining optimistic for “the prospect that, eventually, aspects of PP
may themselves coalesce into a theory of consciousness in its own right” (Hohwy
& Seth, 2020, p. 24). Hohwy and Seth’s enthusiasm for PP’s ability to facilitate
consciousness research echoes that of authors like Clark, Friston, and Wilkinson
(2019) as well as Clark (2019), who have proposed ways in which PP can contribute
to the philosophical side of explaining consciousness. In particular, they address
the so-called hard- and meta-problems of consciousness (Chalmers, 1996, and 2018

1Although perceptual and active inference are often distinguished in the literature, the former is
formally subsumed by the latter in more recent versions of the framework which assume that the
system is minimizing its long-term expected free energy. Minimizing this quantity is taken to be
equivalent to maximizing expected utility while simultaneously reducing the uncertainty about
the possible causes of valuable outcomes (cf. Friston et al., 2015).
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respectively) which are concerned with the subjective qualities of experience (com-
monly referred to as qualia) and the judgements we make and intuitions we have
about consciousness. Similarly, Solms (2021) commits explicitly to Friston’s free-
energy principle in his defense of a “free energy theory of consciousness” (2021,
p. 2), a variant of the PP framework, but combines it with suggestions from his
work on Freudian neuro-psychoanalysis.

However, it is still unclear whether PP can deliver on all of its promises. While
we share much of Hohwy and Seth’s optimism, we are also keenly aware of the
framework’s many limitations as well as outstanding problems, which are often
downplayed by its proponents. For example, PP’s generality and concomitant
compatibility with different existing theories of consciousness could be seen as an
obstacle for making a substantial contribution to any specific debate in this area,
rather than as an advantage. As we will show, in order to make such contributions,
PP must be enriched with further, often externally motivated, assumptions which
raise the question whether it is the framework itself or these additional postulates
that carry the explanatory burden.

In this paper, we will critically evaluate the explanatory potential of the PP
framework with respect to determining the NCCs as well as providing an account
of conscious experience more generally. Some of our points are general concerns
about the features and the explanatory status of the framework, others are directed
at specific variants of PP and can be seen as direct responses to what we see as the
most formidable contributions made by Hohwy and Seth, Clark et al., and others.
We assume the reader to be familiar with the basics of this explanatory framework
for reasons of space.2 Nevertheless, we begin the paper by introducing the NCC
research program and rehearsing the main points of Hohwy and Seth’s contribu-
tion, in order to clarify the stakes of the debate about NCCs as well as to ensure
we do not misrepresent their position (section 2). The remainder of the paper is
then divided into two general parts. In section 3, we turn to the general issue of
scientific realism with respect to the Bayesian brain, discuss methodological issues
surrounding the PP framework, and call into question its supremacy over compet-
ing modelling frameworks. Section 4 turns to the philosophical issues surround-
ing PP and consciousness. First, we point to the fact that the framework cannot
answer the hard problem without making additional assumptions. We then eval-
uate the legitimacy of these assumptions, showing that although the framework
is compatible with multiple competing theories of consciousness, the assumptions
which allow for this are either motivated by considerations external to the frame-
work or tend to lead to puzzling predictions about phenomenal experience. This
is then illustrated using the familiar example of the Müller-Lyer illusion. In sum,
we demonstrate that the optimistic attitude towards the prospects of PP contribut-
ing to scientific work on consciousness is quite limited, when focusing only on its
central theoretical commitments. Thus, in order to contribute to some of the most

2See Metzinger and Wiese (2017) for an accessible overview of its main claims and assumptions.
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interesting and controversial on-going debates surrounding conscious experience,
PP must either be amended with additional assumptions or remain silent.

2 PP and the search for the NCC

2.1 Determining neural correlates of consciousness
Despite many methodological challenges and philosophical objections, one of the
core projects of current scientific research on consciousness is the search for the
‘neural correlates of consciousness’ or NCCs (see Chalmers, 2000). The neural cor-
relates in question are usually “defined as theminimal neuronal mechanisms jointly
sufficient for any specific conscious percept” (Tononi & Koch, 2008, p. 239; see also
Fazekas & Overgaard, 2018; Fink, 2016; and Noë & Thompson, 2004 for sceptical
looks at this research program). In practice, the aim of this research program is
to find brain states or processes which reliably correlate with different aspects of
consciousness, which here is used as an umbrella term covering a diverse range of
phenomena related to how we experience the world with us in it.

NCC researchers commonly distinguish between consciousness in the sense
of a global state of vigilance and specific conscious experiences of something in var-
ious sensory or cognitive modalities. The former allows an organism to receive
sensory stimulation and process information at all and comes in degrees, ranging
from full wakefulness via various levels of sleep, anaesthesia, vegetative state, all
the way down to deep coma (Dehaene et al., 2006; Tononi et al., 2016; Tononi &
Koch, 2008). Consciousness in this sense is sometimes also referred to as ‘creature
consciousness’ (Bayne, 2007; Hohwy, 2009). Researchers have already made sub-
stantial progress on this aspect of consciousness and its NCCs (see e.g., Fernández-
Espejo & Owen, 2013 for a helpful overview). For example, the state of vigilance
has been associated with activity in the brainstem, as one’s ability to stay alert
diminishes after sustaining damage to that area (Damasio, 2011). The other use of
the term ‘consciousness’ refers to particular experiences such as that of pain, color,
objects, and so on. These states of consciousness are distinguished by their (phe-
nomenal) contents and can be considered as modifications of our overall unified
conscious state at a particular time (Bayne & Chalmers, 2003; Hohwy, 2009; Searle,
1992). For example, looking outside my open window, I may simultaneously see
trees in the garden, hear birds singing, and smell the fresh air, accompanied by
a mixture of different feelings and thoughts. The assumption of the NCC project
is that for every conscious percept there will be a corresponding neural correlate
such that artificially inducing the same activity in the correlated brain structure
will induce the percept while disrupting it will eliminate the percept.

The NCC research program emphasises identifying the minimal neuronal
mechanisms since presumably not all brain areas or neural processes will play a
role in generating conscious experience. For example, although it contains many
more neurons than the cerebral cortex, the cerebellum does not seem to contribute
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to the generation of conscious experience (Tononi & Koch, 2015). Moreover, the
areas which do contribute, need not necessarily do so in the same way. One
goal of this research is thus to determine the neuronal mechanism sufficient
for producing one particular percept instead of another one. This minimal
mechanism is sometimes called the ‘core’ NCC, and it will always be embedded
within a ‘total’ NCC, i.e., a much more encompassing neural activation pattern
that also comprises various other mechanisms, e.g., mechanisms in the brainstem
necessary for sustaining global consciousness (or vigilance) as described above
(see also Marvan & Polák, 2020). In this way, searching for these more specific
mechanisms holds promise, ultimately, to arrive at a mechanistic explanation of
consciousness.

2.2 PP and the search for systematic NCCs

In their recent article, Hohwy and Seth follow Chalmers (2000) in arguing that the
search for the NCC of any particular content of experience should be interlocked
systematically with research into the correlates of other aspects of experience, such
as levels of consciousness as well as phenomenology. Otherwise, any identified
NCC would be arbitrary, as merely observing patterns of neural activation does
not, by itself, allow for uncovering neural mechanisms underlying consciousness.
Merely registering that consecutive activity in different neural structures, say x, y,
and z, is correlated with some type of experience would not explain what each of
these areas contributes to the experience, or why these and not other neural path-
ways are responsible for that type of experience. The way forward, in their view,
is to rely on a larger unified theory of brain function that could yield better predic-
tions about the connections between brain activity and phenomenal states, since
being a systematic NCC boils down to “being systematically guided by theoretical
considerations of some sort” (Hohwy & Seth, 2020, p. 4).

In this vein, Hohwy and Seth identify three main challenges of NCC research.
The first one is that of relating local NCCs for particular contents to global states
of consciousness in terms of the overall functioning of the subject’s neural system.
The fact that any phenomenal state is only a modification of the subject’s overall
conscious state must inform the search for the NCCs. The second and related is-
sue is that of teasing apart neural activations which are causally contributing to a
given experience from those that merely coincide with it. At any given time, there
will be many patterns of neural activation differing in resolution and specificity
(see e.g., Aru et al., 2012). Finding the minimal relevant process requires making
inferences about the causal structure of information processing in the brain. Fi-
nally, Hohwy and Seth stress that the search for NCCs should integrate action as
causally or constitutively relevant for conscious experience. This constraint is in
linewith recent enactive and embodied approaches to consciousness and cognition
(Kirchhoff & Kiverstein, 2018; see, e.g., Noë, 2005) as well as the methodological
need for integrating behavioral measures into neuroscience (Krakauer et al., 2017).
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In addition to the above challenges, Hohwy and Seth also identify two con-
straints which any promising framework for guiding the search for systematic
NCCs should meet. Even though the theoretical considerations which guide this
search should not be specifically tied to a particular theory of consciousness, they
should, the authors argue, respect the insights of the current neuroscientific con-
sensus about the phenomenon under investigation. By analyzing multiple promi-
nent neuro-centric theories of consciousness, Hohwy and Seth manage to identify
two key features which most views hold to be crucial for conscious experience
– uncertainty reduction and top-down signalling.3 Unsurprisingly, these key fea-
tures also happen to be the core elements of the PP framework.

While the bulk of Hohwy and Seth’s paper is devoted to demonstrating how
PP can successfully address the three challenges and fit within their constraints
in order to provide a theoretical basis for systematic NCCs, we think that the core
argument of their paper rests on the assumption that PP is not only a correct de-
scription of the functions carried out by the brain, but that it is aimed at uncovering
the actual neural mechanisms (in the sense of Illari & Williamson, 2010) underpin-
ning consciousness. As the authors state in their recent paper: “the language of
PP enables new and productive mappings to be drawn between phenomenologi-
cal descriptions and underlying neurocognitive processes” (Hohwy & Seth, 2020,
p. 18). It is this assumption that allows them to argue for the explanatory and
predictive power of the framework when it comes to the search for NCCs. Simply
put, if PP can uncover the real organization and causal interactions between neural
components at different spatial and temporal levels, then it can guide meaningful
interventions on the mechanism’s components, answering to the problem of infer-
ring which patterns of neural activity are causally relevant to a given experience.
Furthermore, Hohwy and Seth argue that by offering a complete framework for de-
scribing neural mechanisms, PP provides a useful way to systematize and concep-
tualize conscious experience in a way that will help to solve remaining problems.
They illustrate this point by noting that PP already recognizes the features shared
by most theoretical proposals to consciousness (reduction of uncertainty and the
importance of top-down signalling mentioned above). Again, the PP approach
turns out to not only be well positioned to account for these two features, but also
offers a unification of the relevant aspects of different neuroscientific accounts of
consciousness in a way not afforded by “any other theoretical framework” (Hohwy
& Seth, 2020, p. 24).

In this paper we want to question what we see as the two claims made by
Hohwy and Seth which also drive much of the enthusiasm for the contributions

3Examples of uncertainty reduction provided by Hohwy and Seth include the evidence accumu-
lation threshold for ignition postulated by the Global Neuronal Workspace (Dehaene, 2014), the
signal-to-noise ratio criterion postulated by versions of Higher-Order Theories based on signal
detection (Lau, 2008), and the exclusion of possibilities used to define conscious states in the Inte-
grated Information Theory (Oizumi et al., 2014). Similarly, the authors point out that some form
of top-down modulation is not only included by the views listed above, but applies also to the
Recurrent Processing Theory of consciousness (Lamme, 2006).

Schlicht, T. & Dołęga, K. (2021). You can’t always get what you want: Predictive processing and
consciousness. Philosophy and the Mind Sciences, 2, 8. https://doi.org/10.33735/phimisci.2021.80

©The author(s). https://philosophymindscience.org ISSN: 2699-0369

https://doi.org/10.33735/phimisci.2021.80
https://creativecommons.org/licenses/by/4.0/
https://philosophymindscience.org


You can’t always get what you want 7

that the framework canmake in explaining consciousness. The first of these claims
is the presupposition that PP delivers a mechanistic description of brain function,
while the second is the claim that the framework offers a complete basis for devel-
oping a mature theory of consciousness. As we see it, the kind of work that PP can
do is best understood in terms of providing a high-level conceptual/computational
framework, but this kind of abstract description does not supply a detailed enough
account of how its algorithms can be implemented in neural tissue to deliver the
details necessary for guiding the search for systematic NCCs. Moreover, as we
show in the later part of this article, such a high-level conceptualization of neural
function can be used for formulating an account of consciousness, but it will also
need to rely on externally motivated assumptions to achieve this, and even then it
may fail to account for some of the aspects of conscious experience.

3 Bayes in the brain?
Like many of the authors working within PP, Hohwy and Seth are committed to
a realist attitude, which can be summarized in the expression that “the brain is a
Bayesian mechanism” (Hohwy, 2013, p. 25). A crucial element of this account is
that the brain is equipped with “a single type of mechanism, reiterated throughout
the brain” (Hohwy, 2013, p. 2), which can account for all cognitive functions. This
is often (and perhaps erroneously, see Colombo & Hartmann, 2017) thought to
be the source of the framework’s explanatory power. In its strongest form, the
conviction about the unifying and explanatory credentials of the framework is
expressed in Friston’s claim that “if one looks at the brain as implementing this
[i.e., PP] scheme, nearly every aspect of its anatomy and physiology starts to make
sense” (2009, p. 293).

However, PP’s ontological and explanatory status is one of the more con-
tentious issues in philosophy of mind and cognitive science (see e.g., Aitchison
& Lengyel, 2017; Bruineberg et al., 2020; Colombo & Wright, 2017; Heilbron &
Chait, 2018). Hohwy and Seth acknowledge this when they point out that “the
PP framework can be cast at different levels of abstraction which make different
claims about the underlying mechanism” (Hohwy & Seth, 2020, p. 15). They go
on to distinguish between ‘strong’ and ‘weak’ interpretations of the framework.
The former are committed to the brain “in fact utilizing generative models and
approximate Bayesian inference to accomplish prediction error minimization”
(2020, p. 15), while the latter are mere re-descriptions of cognitive systems “as if
they are utilizing such models and inferential processes, though the underlying
physical-causal mechanism may be different” (2020, p. 15, emphasis added).

Unfortunately, this distinction between strong and weak interpretations is not
as clear as it might seem at first. On the one hand, any model that recapitulates
the joint probability distribution of some observable variable x and a latent vari-
able y can be formally described as a generative model (Bishop, 2006; Ng & Jordan,
2001). On the other hand, psychologically plausible approximations to Bayesian in-
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ference can be achieved without the calculation of explicit probabilities (Sanborn
& Chater, 2016). Hohwy and Seth refine the strong approach to PP by pointing
out that their commitment to a general, computational-level description provided
by the framework constrains the space of viable process theories that can be “im-
plemented mechanistically” through biologically plausible algorithms, which in
the case of PP commonly include predictive coding or gradient descent on varia-
tional free energy (Hohwy & Seth, 2020, p. 15). However, this way of elaborating
the strong interpretation of PP creates the possibility that the framework might
offer an accurate description of the computational function (i.e., the abstract math-
ematical operation) carried out by the cognitive system (in this case approximate
Bayesian inference) and still be wrong about the details of how this function is
implemented or approximated by the brain (in this case whether it is done via
bottom-up propagation of prediction error). In the next two sections we will show
that neither a commitment to a particular algorithm nor a commitment to a more
coarse-grained view of PP as a high-level conceptual/computational framework
are enough to clear some of the challenges for securing systematic NCCs.

3.1 The issue of fine-grained realism about PP
Recall from section 2.2 that in order to establish a systematic NCC, one needs
to have means of directing interventions on the brain in such a way as to tease
apart which patterns of neural activity are relevant to a given experience. Thus,
systematic NCCs can only be found if we have some form of a blueprint about how
PP can be implemented in the brain. However, as we will now show, at least one
of the ways in which the framework has been claimed to be realized in the brain
suffers from severe problems of underdetermination.

Let us turn to predictive coding (PC). Although PC is a popular algorithmic
solution among the framework’s proponents, there are many ways in which this
kind of algorithm could be realized by neural structures (Spratling, 2017). For ex-
ample (and without getting into too much detail), the most prevalent version of PC
originating with Rao and Ballard (1999) and further developed by Friston (2010)
and colleagues assumes that neural networks perform inferences through the it-
erative process of generating predictions and minimizing prediction error – the
error in the reconstruction of the input – by updating the coefficients (i.e., the hy-
potheses about the possible causes of sensory stimulation) so as to minimize the
error of future predictions.4 Importantly, PC schemes growing out of Rao and Bal-
lard’s formulation assume prediction errors to be coded as a difference between
the expected and actual inputs, and signalled by inhibitory feedback connections.
Such connections, as Spratling explains, are usually assumed to be realized by the
axon projections of a sub-population of pyramidal cells. However, the problem
is that only a relatively minor number of such connections (10–20%) terminate in

4Effectively the network is utilizing a common machine learning technique known as gradient
descent on residual error (Bishop, 2006, p. 240).
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inhibitory neurons, while for the vast majority “the primary targets are other pyra-
midal cells […], where cortical feedback has an excitatory (modulatory) effect on
response; […] at least in the short term […]” (Spratling, 2017, p. 6). Furthermore,
Rao and Ballard’s algorithm involves several other biologically implausible ideal-
izations, such as allowing for the modelled neurons to have negative firing rates
(cf. Spratling, 2017).

To deal with these issues, Spratling has devised a competing PC algorithm that
aims to alleviate some of the pitfalls of the Rao and Ballard model by utilizing
division rather than subtraction for calculating errors (Spratling, 2008a, 2008b;
Spratling et al., 2009). This PC algorithm based on divisive input modulation
(we will call it PC-DIM for short) has proven successful in not only being able
to account for neural phenomena like biased competition, but has also allowed for
simulations as many as tens of millions of neurons with hundreds of billions of
connections (cf. Spratling, 2017). However, the biggest and most significant dif-
ference between these two families of PC algorithms is that Spratling proposes a
different grouping of neural populations into processing stages than the one used
by Rao and Ballard. This is the most empirically salient of the changes as it means
that the two algorithms will map onto cortical structures differently (see Spratling,
2017). The PC-DIM algorithm is consistent with the data about the neural feedback
pathways because it groups neural populations in a way that requires all inter-
cortical connections to be excitatory. This implies that all inhibitory connections
projecting from error neurons terminate within the processing stage/cortical area
inwhich they are embedded. It should be noted that, while this complicates the typ-
ical PC story – since the inter-stage bottom-up channels are no longer communicat-
ing an arithmetic difference between the predictions and the input –, Spratling’s
algorithm still uses them to communicate the way in which one probability dis-
tribution diverges from another, effectively implementing an approximation to
Bayesian inference. Thus, even though the PC-DIM algorithm does not utilize the
forward pathways to propagate prediction errors, but rather the information about
the most likely cause, it is still consistent with the more abstract computational
scheme postulated by PP.

The example of Spratling’s PC-DIM algorithm is helpful in bringing out the
first problem with the underdetermination of fine-grained realism about PP and
its posits. It shows that process models employed in the framework allow for dif-
ferent kinds of idealizations, meaning that two competing realizations of the same
algorithm that postulate different mappings onto cortical structures and, conse-
quently, different ways in which information flows can be consistent with the
same neuroanatomical evidence. However, this is not the only problem of under-
determination that the framework is facing.

Rosa Cao (2020) has recently cautioned that the underdetermination of the al-
gorithmic solutions by the empirical data goes beyond different varieties of the
same computational scheme and that the same neuroanatomical evidence might
be equally consistent with PP as well as other, more traditional message-passing
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algorithms. She shows that – as far as the flow of information is concerned – PP
models of neural signalling can be “relabelled in traditional, non-predictive terms,
with no empirical consequences relevant to existing or future data” (Cao, 2020,
p. 517).5 Labelling a neural activity ‘predictive’ or not is not constrained by the
empirical data gathered by scientists unless further assumptions about the coding
scheme or implementation relations connecting neural contents to neural signals
can be made (Cao, 2020, p. 522). If we assume that PP proponents take notions like
‘model,’ ‘prediction,’ ‘error’ etc. to be representational, i.e., about something, then
what is missing is a specification of how to yield a “mapping from informational
contents tomeasurable neural activities” (Cao, 2020, p. 524). As Cao points out, the
way to establish this kind of mapping is by exploiting some degree of correlation
(and perhaps structural resemblance, see e.g., Shea, 2018) between the elements
of the model and the brain. One commonly used framework is that of Shannon’s
communication theory under which some neural populations are assumed to act
as sources of information for other neural systems which act as receivers. Cao
argues that what matters is whether a receiving system can decode and react to
that information. However, in order for the receiver to decode information, the
probability of a signal given the source needs to be specified. In other words, the
receiver needs to know what the prior probability of a signal is, in order to react
to it appropriately. Thus, Cao’s main point is that both the traditional framework
and the predictive frameworkmust specify this set of possible states for the system
in question which can then be narrowed down by the incoming signal. But then,
“given the prior, sending error and sending stimulus have the same effects from
the point of view of the system” (Cao, 2020, p. 526). Therefore, it does not add
anything of importance whether we call the statistical information ‘error signal’
or ‘bottom-up input.’ In this information-theoretic respect, which is crucial for
the impact and originality of the framework (as stressed by Hohwy and Seth), PP
is demonstrably equivalent to traditional frameworks, not competitive. Another
way of putting it is to say that PP adds a different ‘gloss’ (in the sense proposed in
Egan, 2014, 2020) to the same familiar information-theoretic story.

This conclusion seems to be difficult to swallow for PP realists like Clark,
Hohwy, or Seth as it means that proponents of PP “have little new to say about
the causal structure of the system” in question (Cao, 2020, p. 517). But if this is
the case, then how can PP clear the requirement for systematic NCCs? The two
ways in which PP is underdetermined by its implementation present a significant

5Spratling (2008a, 2008b) and Issa et al. (2018) make similar points, while Summerfield and de
Lange (2014) insist that, under some assumptions, PC and evidence accumulation algorithms can
be shown to be formally equivalent. Finally, Aitchison and Lengyel end their analysis of different
neural implementations of Bayesian and predictive coding schemes by pointing out that “while
predictive coding is an attractive algorithmic idea that accounts for a remarkable range of phe-
nomena, the experimental evidence for it seems inconclusive in the sense that it does not rule
out Bayesian inference with a direct variable code, potentially in combination with a variety of
non-probabilistic processes including attention and adaptation.” (Aitchison & Lengyel, 2017, p.
224).
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difficulty in determining which neural signals or cell populations should be
interpreted as carrying predictions within a hierarchical model and which should
be interpreted as prediction errors. This is especially relevant to the neuroscience
of consciousness, since part of the controversy surrounding the potential NCCs
is whether local recurrent signals (e.g., in the primary visual areas) are sufficient
for (visual) consciousness or whether recurrent signals originating in prefrontal
cortex must also be involved (Dehaene et al., 2006; Lamme, 2006). In light of
the multiplicity of available algorithms as well as Cao’s misgivings about the
framework’s ability to offer specific predictions about the causal organization
of the brain, it is unclear whether PP could adjudicate between these competing
hypotheses.

3.2 The issue of coarse-grained realism about PP

The issues discussed so far have a direct implication for the ways in which PP
can guide investigations into the neurological bases of different cognitive phe-
nomena, including the search for NCCs. However, Hohwy and Seth could claim
that even though the details of the framework’s algorithmic implementations are
vague, a coarse-grained version of PP can still make progress in elucidating sys-
tematic NCCs. In this section we will argue that the framework is still deficient
even when viewed as a more abstracted description of neural mechanisms.

This problem can be better illustrated with an example of a neuroimaging study
on the significance of early visual processing in illusory contour perception done
by Kok and de Lange (2014). The study used fMRI and population receptive field
mapping to investigate the neural correlates of illusory shape perception and per-
ceptual grouping in the primary visual cortex. The researchers presented twenty
subjects with a series of similar visual arrays consisting of four ‘Pac-man’ shapes
or inducers, arranged so that each would be equidistant from two others. During
test trial presentations of the arrays, three of the four inducer shapes were aligned
to form an illusoryKanizsa triangle. These inducing configurations were presented
for 500ms, separated by a similarly arranged mask image of full circles displayed
over the same time interval. Each of the trial sequences lasted 14.4 seconds, and
the same positioning of the illusory triangle was used throughout each series. In
control configurations, inducerswere not aligning into an illusory shape. Addition-
ally, all trials were controlled for attentional spread and modulation by presenting
subjects with one of two peripheral detection tasks which did not overlap with the
illusory shapes.

The results of comparing the reconstruction of the neural responses to illusory
figure configurations with the responses to the non-inducing condition proved
more than surprising. V1 regions corresponding to the surface of the illusory fig-
ure showed a significant increase in response to illusion inducing configurations,
despite the absence of bottom-up input. Concurrently, the response of V1 regions
corresponding to the inducer shapes was suppressed in the presence of the illu-
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sory shape. Both results were also visible in V2, due to the well-known scaling
of receptive field sizes in higher levels of the visual cortex (Kastner et al., 2001).
Finally, the fixation point falling within or outside of the illusory shape did not
significantly modulate these effects. Similarly, subjects’ performance in either of
the attention control tasks did not show dependence on the presence or absence
of an illusory shape.

Kok and de Lange interpret the results of their study by appealing to the top-
down modulation of lower cortical areas by higher-level ones. The importance of
feedback connections for early visual areas has already been widely confirmed by
empirical research on figure-ground segmentation (Zhang & Heydt, 2010), as well
as shape and contour detection (Zhou et al., 2000). Most previous studies have
stressed the excitatory role of these connections, postulating that they result from
higher-level areas passing down information about features relevant for the group-
ing process. Although this hypothesis explains the observed increase in response
during the illusory figure condition, it fails to explain why the responses of V1
areas corresponding to non-absent stimulus (here, the inducers) were inhibited in
this and in other studies. To accommodate both of the discussed phenomena, Kok
and de Lange turn to an interpretation of the results via the lense of PC algorithms
(Friston & Kiebel, 2009; e.g., Rao & Ballard, 1999) which assume that the mismatch
between the information carried in the feedback signal (e.g., neural activity where
there was no activity predicted, or vice versa) will result in a surge of feed forward
‘prediction error’ signals.

However, without a clear commitment to a particular fine-grained model of
the neural populations, this interpretation falls short of disambiguating different
possibilities for how the observed activity fits systematically with the working of
the wider visual system as well as the phenomenology of the illusory percept. Kok
and de Lange’s assessment of their results echoes the observation that it is difficult
to pinpoint the ‘neural signature’ of error signals in sensory neurons, which in
turn means that it is not clear whether the suppression of activity in cells with
receptive fields corresponding to inducer regions is observed because “(1) they are
predicted to be active by higher-order areas, (2) this prediction is violated, or (3)
both.” (Kok & Lange, 2014, p. 1535). Such uncertainty regarding how to interpret
these findings is not just a case of limitations in our empirical methods or lack
of additional data (though of course, both issues are present here), but also of the
unclear empirical predictions made by the framework.

Kok and de Lange’s uncertainty about how to interpret their data even after
assuming a coarse-grained reading of PP casts a shadow on Hohwy and Seth’s op-
timism about the ways in which PP can facilitate the search for systematic NCCs.
According to them, the framework should offer a high-level description which
would allow for relating evidence about different neural correlates and how they
correspond to and change with conscious experience. However, it is difficult to see
how much new information can be gained from relating different empirical find-
ings in this way, if the interpretations of such findings are rendered ambiguous
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by the PP framework. Hohwy and Seth can reply that it is precisely by locating
different empirical findings in a common framework that we can corroborate the
available data and resolve such ambiguities, but this strategy can only take us so
far. After all, we have already shown that there is more than one way to imple-
ment PP, and that competing algorithmic implementations may lead to different
interpretations of the data. In short, different PP algorithms may lead to different
systematic NCCs.

Notice that all of the above worries are especially problematic when we con-
sider Hohwy and Seth’s claim that the framework can solve the challenge of teas-
ing apart neural activity that causally contributes to particular experiences from
activity which merely co-occurs with them (i.e., the second challenge mentioned
in section 2.2). As they note, the crux to solving this challenge is having the capac-
ity for “intervening on causal chains in neural systems that in a reasonable sense
‘carve nature at the joints,’ that is, are informed by a mechanistic framework for
brain function, andwhich are formulated at a level that can capture phenomenolog-
ical distinctions” (Hohwy & Seth, 2020, p. 17). While we have some worries about
PP’s ability to effectively capture phenomenology (see next sections), we would
like to draw attention to the fact that, given what has been said so far, PP sim-
ply does not deliver on the promise of guiding causal interventions in a way that
the authors envisage. However, our skepticism about PP’s inability to meet the
challenge of uncovering the mechanisms behind systematic NCCs does not stem
only from the framework’s underdetermination by the data, but from a further
methodological worry, namely that models of cortical activity formulated within
PP are usually heavily reliant on the use of causal analysis methods such as dy-
namic causal modelling (DCM) (Friston et al., 2003). DCM is a statistical method
of analysing neuroimaging data which allows for estimating the causal influence
between different brain regions by treating them as coupled dynamical systems.
Themethod relies on constructing possible models of cortical interaction and using
Bayesian model selection to fit these models to the available measurements. DCM
is in many ways an inspiration and a precursor to PP, but the two should not be
confused. The former is closer to what philosophers of science have called a model
of data – a way of processing and extracting relevant information from measure-
ment (Suppes, 1962), while the latter is more akin to a theoretic model meant to
explain why that configuration of data has been observed (Bailer-Jones, 1999; Hart-
mann, 1995). Most PP accounts of cognitive function based on neuroimaging data
not only rely on the use of DCM and similar methods for validation, but also are
often built on the results of prior DCM analysis. What this means is that models
of neural processing offered by the framework are fitted to the causal analysis of
neural connectivity which is largely independent from the PP story.6 We think
that this worry presents a particular problem for those who would like to avoid

6The problem of post-hoc fitting of PP models to causal analyses has recently resulted in a con-
troversy regarding which kinds of neurodynamic models support PP descriptions of cognitive
functions (Litwin & Miłkowski, 2020).
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the problem of underdetermination of particular implementations of PP by claim-
ing that the framework still captures some causal relationships between different
brain regions on a less-detailed level of description. Simply put, the problem we
see here is that the methods of causal analysis which capture causal relations be-
tween different brain areas provide the frame which is then glossed over using PP
terminology. Therefore, it is those models and not the framework itself that do
most of the heavy lifting with regards to explaining the contributions that activity
in different neural populations make to particular conscious experiences. Conse-
quently, it is the causal modelling and not PP that seems to help in the search for
systematic NCCs. That being said, PP may, in the long run, offer a refined view
of why some neural processes causally contribute to particular changes in con-
sciousness over others; but, for now, most of the explanatory burden is carried by
auxiliary methods rather than by the framework itself.

Having dealt with the ontological and methodological issues that PP is facing
on the road to elucidating consciousness, it is finally time to turn to some of the
most famous problems arising for putative explanations of consciousness. Here
we think that PP’s very general nature prevents it from solving the hard problem
without invoking additional assumptions. However, as we will show such assump-
tions are usually motivated by reasoning and evidence external to the framework.
This, in turn, casts doubt on whether it is PP that does the explanatory work in
accounts of consciousness formulated within the framework.

4 PP and the hard problem
One of the crucial conceptual issues faced by all proponents of strong PPwhowant
to tackle the mystery of conscious experience is the hard problem of consciousness.
Although Hohwy and Seth do not claim that PP can explicitly attack the hard prob-
lem, they do think that the framework can offer a piecemeal approach focusing on
the search for NCCs that will eventually make the hard problem disappear. As
they note, such a “strategy will deliver greater predictive and explanatory power
regarding factors that shape and modulate consciousness,” while “a focus on sys-
tematic NCCs recognizes that ‘consciousness’ is not a singular explanatory target”
(2020, p. 10). This, in turn, is claimed to also provide a better grasp of the overall
structure as well as individual differences in phenomenology.

In other words, a sensible mapping – achieved by satisfying the sys-
tematicity constraint – of brain states and phenomenology may make
the hard problem less pressing, or perhaps even dissolve it altogether.
(Hohwy & Seth, 2020, p. 11)

While the proposed approach can definitely make inroads into the nature of con-
sciousness, it is doubtful that even a complete knowledge of systematic NCCs will
yield a satisfying answer to the hard problem. The reason for this is that having
complete knowledge about correlations between neural events and phenomenol-
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ogy would likely not yield, on its own, an explanation of why the states are corre-
lated in these ways. After all, the hard problem of consciousness is not the prob-
lem of understandingwhat psychological states are correlated with which physical
states, butwhy any physical states should give rise to any phenomenal experiences.

It is worth noting that Hohwy and Seth’s optimism is striking in light of
Hohwy’s previous statements about the inroads that PP can make in answering
to the hard problem. In his book, Hohwy lays the claim that PP “tracks char-
acteristics of conscious perception nicely: binding, penetrability, reality testing,
illusions, inextricably rich experience, and first-person perspective,” but “is not
intended as a proposal that can explain why perceptual states are phenomenally
conscious rather than not.” (Hohwy, 2013, pp. 201–202). Indeed, (and as the
authors note) there are several proposals on the market, which aim to amend PP
to solve this problem. Importantly, the existence of such proposals shows that PP
cannot solve the hard problem unless it is equipped with auxiliary metaphysical
assumptions. But what kind of conceptual and methodological assumptions might
those be?

4.1 PP and cognitivism about consciousness
Perhaps the most common proposal in the literature (most famously defended by
Clark, 2019; but see Dołęga & Dewhurst, 2019; Dołęga & Dewhurst, 2020) is the
idea that PP does not respond to the hard problem directly, but rather does so in-
directly, by addressing the meta-problem of consciousness first (Chalmers, 2018).7
Unlike the hard problem, the meta-problem is concerned with our intuitions and
judgements about consciousness. This problem concerns answering the question
why a cognitive agent may come to make judgments about conscious experience
and/or become puzzled by its subjectivity and mysterious nature, rather than try-

7Solms (2021, pp. 238–269) diverges from this mainstream by outlining a theory of consciousness
in terms of Friston’s free energy principle, maintaining that “in order to solve the hard problem
of consciousness, science needs to discern the laws governing the mental function of ‘feeling’ ”
(Solms, 2021, p. 265). On his view, “everything springs from a system’s drive to exist” (Solms,
2021, p. 268) which is explained in terms of the free energy principle, in particular its contri-
bution to explaining self-organization: “Starting with thermodynamics, we arrive – surprisingly
easily – at a qualified and agentic subjectivity, one whose most urgent priorities are weighed for
a moment, felt, and then transformed with (one hopes) due circumspection into ongoing action.”
(Solms, 2021, p. 268) Solms objects to Chalmers’ panpsychist suggestion that all information has
a phenomenal aspect on the grounds that, if that were the case, we would not need (or get) an
explanation of consciousness. Thus, he calls for further constraints on the sort of information
that has a phenomenal aspect. These come in the form of information processing and possession
of a Markov Blanket which together entail the system under investigation is minimising its own
entropy (Solms, 2021, p. 263). Although refreshingly direct and relying heavily on the free energy
formulation of the PP framework, Seth (2021) does not accept Solms’ overall story, especially his
take on the hard problem and his identification of the neural origin of consciousness in the brain
stem which diverges significantly from the mainstream view that its spring is in the cortex. This
disagreement is interesting in light of our criticism since it illustrates the shortcomings of the PP
framework – with its diverse formulations – of guiding the search for systematic NCCs.
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ing to close the stipulated metaphysical gap between consciousness and the phys-
ical world. Proponents of tackling consciousness via the meta-problem are, effec-
tively, following Dennett’s (1991, 1996, 2015) approach according to which a sat-
isfactory account of consciousness should only need to explain judgements about
qualitative feels, irrespective of whether there is or is not anything that the notion
of phenomenal consciousness picks out. Thus, philosophers and scientists follow-
ing this approach only accept consciousness in the sense of conscious access to
information (e.g., Dehaene, 2014).

Clark and colleagues’ account of consciousness in PP aims to “take the meta-
physical sting out of the quale’s tail” (Clark et al., 2019, p. 16) by likening qualia
to inferred contents, on a par with our projections of other internal and external
causes of our sensory inputs. By likening qualia to inferred contents and rejecting
any position on which they would be admitted as data to be explained (Chalmers,
2013), Clark in effect sides with Dehaene (2014) and Dennett (1996) in rejecting a
notion of phenomenal consciousness that asks for explanation in addition to cog-
nitive access to information. Thus, the notion of consciousness that gives rise to
the hard problem in the first place does not play a role in Clark’s account. That
it seems otherwise to proponents of phenomenal consciousness is not a problem
if the PP account can make plausible why it should seem that way. And this is
where Clark’s PP story marries the familiar illusionist approach to consciousness,
adding “engineering, neuroscientific, and information-theoretic flesh to the famil-
iar Dennett-style picture” (Clark, 2019, p. 16; see also Dennett, 1991; Frankish,
2016; Kammerer, 2016; Kammerer, 2018 for details on illusionism). Without mak-
ing it explicit, Clark’s take on PP assumes a cognitivist account of consciousness,
addressing only cognitively accessible contents that can potentially yield percep-
tual judgements and lead to action. But the crucial explanatory work here is im-
ported from illusionism, rather than being provided by the PP story itself.

Clark takes it as an advantage that his version of PP is consistent with Global
Workspace Theory (Dehaene, 2014), Information Integration Theory (Tononi,
2008), and Lamme’s (2006) Recurrent Processing approach. Hohwy and Seth make
analogous comments in praise of PP’s flexibility and compatibility with a variety
of otherwise competing theories of consciousness. But these competing theories
take different stances (and make differing predictions) on important issues, e.g.,
on whether or not phenomenal consciousness ‘overflows’ access, on criteria for
consciousness (Block, 2011; Dehaene et al., 2006), and on potentially different
NCCs for phenomenality and cognitive access (Block, 2005; Tsuchiya et al., 2015).
Thus, rather than taking this alleged compatibility as an advantage of the PP
account, we submit that it shows the limitations of PP with respect to its ability
to make standalone contributions in this area. PP is compatible with the leading
neuroscientific theories of consciousness because it fails to make predictions
which would rule out any of these theories.

To illustrate our reservations about PP’s limited ability to further debates sur-
rounding the assumption of cognitivism brought on board by Clark and colleagues,
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let us briefly turn to the debate about overflow that is also concerned with the
localization of conscious processes in the brain. Is the NCC to be found in sen-
sory areas ‘in the back of’ the neocortex or does the minimally sufficient NCC
involve (pre-)frontal circuits of the brain, which are also associated with cogni-
tion and attention (Block, 2019)? As it turns out, this question is closely related to
the conceptual question about the relation between phenomenology and cognitive
accessibility (Block, 2007, 2011) as well as a methodological issue of operational-
izing consciousness in a way that would prevent conflating neural correlates of
consciousness with correlates of cognitive abilities or unconscious processes (see
Schlicht, 2018).

Cognitivists like Dehaene (2014, p. 8) have famously defended the idea that
“conscious perception must […] be evaluated by subjective report, preferably on a
trial-by-trial basis” (Dehaene et al., 2006, p. 206). Relying on reports presupposes
that the contents of experience can be cognitively accessed and that a subject can
exhaustively access and report what she phenomenally experiences. This, how-
ever, involves a conceptual decision on the part of the experimenter which out-
right dismisses the issue of whether the capacity of consciousness coincides with
(or outstrips) the capacity of the cognitive system that is involved in providing
access to and enabling report of conscious information. Relying on reports alone
prejudges this empirical issue despite evidence to the contrary (Block, 2007, 2011).
Thus, since subjective reports not only involve cognitive access but also other cog-
nitive phenomena like attention, working memory, and possibly metacognition,
this approach is in danger of confounding a potential NCC with processes under-
lying these cognitive phenomena.

To overcome this restriction, several researchers have suggested ways to by-
pass reports by using no-report paradigms in which neural activity is measured
without asking subjects to report what they see, for example (Frässle et al., 2014;
Tsuchiya et al., 2015). One such strategy exploits the finding that certain auto-
matic eyemovements show a high correlationwith conscious reports of perceptual
dominance during binocular rivalry studies. In their ingenious study, Frässle et al.
(2014) made use of the optokinetic nystagmus and pupillary reflex. The nystagmus
consists of a slow phase in which the eye follows the stimulus, and a fast phase in
which the eye quickly reorients in the opposite direction. We are unaware of these
movements but they seem to be highly correlated with the percept rather than just
the stimulus. Although subjects’ patterns of neural activation were superficially
similar to the ones measured in the report condition, the intensity in the no-report
condition was somewhat reduced and the predominantly frontal activation was
largely missing. The contrast between putative NCCs in the two paradigms is strik-
ing. This result suggests that frontal activation typical for report studies (used by
Dehaene et al., 2006 and others) is due to the involvement of cognitive access to
the information in giving the report, not necessarily with phenomenology. On the
one hand, proponents of no-report paradigms rightly suggest that their approach
is more promising for determining the NCC without confounding it with the neu-
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ral mechanisms correlated with cognitive functions. On the other hand, this move
is in danger of including neural processes within the NCC that are actually un-
derlying non-conscious processing instead of conscious processing (Schlicht, 2018).
After all, the objective measures used – although tested regarding their correla-
tion with the conscious percept rather than the stimulus – are reflexes outside
voluntary control and outside conscious experience. Yet, they are presumably sup-
ported by neural mechanisms enabling them. Tsuchiya et al. (2015) acknowledge
this possibility but do not elaborate on how to overcome this challenge.8

We bring up this example to illustrate that any reconceptualization of the sides
of the debate in terms of PP does not seem to get us any closer to a solution. On
the one hand, the generality of PP and its compatibility with Dehaene’s Global
Workspace, Tononi’s Integration Information, and Lamme’s Recurrent Processing
approach, prevent it from contributing any detail which could adjudicate between
these theories. On the other hand, Clark et al.’s (2019) commitment to a cognitivist
stance on consciousness is too specific and does not allow proponents of PP to take
the possibility of phenomenal overflow seriously.

To drive home this point we now want to look at a different assumption
brought in by proponents of PP accounts of consciousness. The final point we
wish to make concerns phenomenology, or more specifically, the contents of
phenomenal experience. Using a familiar example, we illustrate that PP not only
fails to settle empirical debates in research on consciousness, but can also make
false predictions about phenomenal experience.

4.2 PP, mid-levels, and phenomenology
According to Hohwy, the PP story implies that “perceptual content is the predic-
tions of the currently best hypothesis about the world” (Hohwy, 2013, p. 48). In
other words, perceptual content is equated with the content of the probabilistic
representations that make up the model of the world constructed by the brain.
Clark agrees by claiming that “what we experience as qualia are simply content
items in our best generative model of the world […]; conscious contents emerge
as precision-driven best-estimates of organism-salient (potentially action-driving)
states of affairs” (Clark, 2019, p. 17, n. 43).

As already mentioned, Clark, Friston, and Wilkinson (2019) aim to dispel con-
cerns about the hard problem by responding to the meta-problem. This response
holds that the brain, viewed as a kind of “inference machine will be led to con-
clude that it is home to some very puzzling states that have many of the hallmarks
of ‘qualia’ ” (Clark et al., 2019, p. 20). More specifically, given that the brain is
supposed to harbour a multi-layered hierarchical generative model of (the causes
of) its sensory inputs, any creature equipped with such a brain, “will represent
some of its mid-level inferences as especially certain. These mid-level states con-
fidently re-code raw sensory stimulation in ways that […] fall short of fully de-
8See Block (2019) and Michel and Morales (2020) for further discussion of these issues.
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termining how properties and states of affairs are arranged in the distal world.”
(Clark et al., 2019, p. 19). Thus, the authors appeal to the level of certainty as-
sociated particularly with mid-level hypotheses within the complex hierarchy of
top-down and bottom-up processing in the brain. That is, particular qualia are
assumed to be identical to inferred causes “that are also represented as especially
certain” (Clark et al., 2019, p. 21).9

It should be noted that, despite the disagreements between Hohwy’s and
Clark’s interpretations of the PP framework, Hohwy also endorses a similar view
(Marchi & Hohwy, 2020), though his way of arriving at this position is somewhat
different. From his perspective, what specifies which levels of the hierarchy will
be privileged in relation to consciousness is dependent not only on the complexity
of models that the organism’s cognitive system is capable of harbouring, but also
on the range of actions that the organism can engage in its environment. There-
fore, what determines the privileged role played by the intermediate levels with
regard to human consciousness are the contingent ecological and evolutionary
facts about the temporal scales at which humans can act. Thus, on this view,
“intermediateness is not an essential feature of consciousness” (Marchi & Hohwy,
2020, p. 1). While Hohwy and Marchi develop this position in greater nuance,
what is relevant here is that, like Clark, they defend the intermediate level view of
consciousness as particularly important. There are (at least) three problems with
this approach.

Firstly, one should ask why the representational states that are important to
consciousness should be located on the mid-level? Clark et al. (2019) emphasize
the amount of certainty, whichwe allegedly assign to particular mid-level hypothe-
ses (encodings). Why? What is special about them in contrast to hypotheses on
other levels? And what does certainty have to do with phenomenology? Why
should there be a principled connection, let alone an explanatory one? Gener-
ally speaking, all hypotheses in the hierarchical generative model are constrained
and determined in two directions, namely, by lower-level sensory feedback and by
higher-level hypotheses. This ubiquitous dependency and “entanglement” (Clark,
2019) sheds doubt on singling out a particular level which could be held responsi-
ble for the “puzzlement … concerning the ‘explanatory gap,’ where we are almost
fooled into believing that there’s something special about qualia – that they are
not simply highly certain mid-level encodings” (Clark et al., 2019, p. 24). To eval-
uate this, it is important to note that ‘mid-level’ is shorthand for a multiplicity of

9Of course, Clark et al.’s (2019) account is more refined. Following Dennett (2013, 2015), Clark
elaborates that on the basis of its interactionwith the world, the embodied agent’s brain is prone to
infer qualitative features like cuteness, redness, painfulness etc. as objective (internal or external)
features just like it infers the existence of babies, tomatoes, and toothaches as potential causes of
sensory input. But the agent does not get cognitive or conscious access to the on-going process
of inference, only to the “final estimations” (2019, p. 11), which Clark considers to be adaptively
reasonable and economical. To the extent that interoceptive features of the agent’s internal bodily
milieu (see Damasio, 1999; Seth, 2013) drive unconscious inference to qualia, the inferred worldly
objects themselves involve predictions that track our own reactive dispositions.
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levels in the hierarchy. This raises the question where in the hierarchy exactly the
so-called mid-level starts and ends. In which direction is certainty supposed to
increase or decrease, in the direction of greater specificity or greater generality?

As it turns out, most of the authors appealing to the mid-level view look out-
side of the framework to answer these questions. Firstly, they seem to motivate
their view either by an appeal to evidence in favour of previously available mid-
level accounts (Jackendoff, 1987; Prinz, 2012)10 or other factors external to PP, like
the perspective from the embodied and ecological research programs adopted by
Marchi and Hohwy (2020). Thus, the mid-level hypothesis requires not only fur-
ther motivation fromwithin the PP frameworks, but also amore detailed treatment.
This is especially important since, as has been previously discussed by Dołęga and
Dewhurst (2020), the current globally best hypothesis must be cashed out in terms
of many hypotheses pertaining to the multiple levels of the hierarchy, where each
of them simultaneouslymakes predictions about the level below and is constrained
by that level. But if higher-level hypotheses constrain and determine lower-level
(thus including mid-level) hypotheses, then this leads to a further problem which
we illustrate below.

Consider the well-known Müller-Lyer illusion in which two horizontal lines
of equal length appear to us as being different in length. Now, we can take our
hands (engage in active inference) and cover the arrows that induce the illusion,
just to be sure and reduce uncertainty. Once we do that, we will see that the lines
are of equal length. However, the illusion returns once we remove our hands.11
The peculiarity of the Müller-Lyer effect is that it persists even once we know that
the lines are of equal length.12 Let’s assume then, following Clark et al. (2019)
and Hohwy (2013), that ‘what it is like’ for me to see the lines (appearing differ-
ent in length) is determined by the currently best guess coded in the hierarchical
model. In Clark’s case this will be the mid-level hypothesis, which is taken to be
especially certain. The problem then is that, intuitively, we should expect that the
sensory evidence gathered by covering the arrows or by measuring them (i.e., via
active inference), and the subsequent updating, should increase the brain’s confi-
dence in the belief that they are equal in length. After all, this evidence should
be taken more seriously than the evidence based on looking alone (i.e., perceptual
10These views usually stress the importance of working memory as one of the crucial vehicles for
conscious contents. We see this as problematic for PP because no substantial treatment of the
nature and role of working memory has been offered within the framework.

11Some proponents of PP may object that there is a significant difference between the scenario in
which the lines are perceived with the inducers visible and the one where they are covered, since
the latter involves an action which effectively changes the visual stimulus and the state of the
environment that the system is trying to infer. This is right, but notice that in both cases the
perceptual system is inferring the length of the same two lines, i.e., the content of the hypothesis
about the length of the lines should be the same after the inducer arrows are made visible.

12This has led philosophers to argue for the encapsulation of perception, see Fodor (1983), start-
ing a debate with Churchland (1988) about the penetrability of perception by cognitive pro-
cesses, which lasts until today (see McCauley & Henrich, 2006; and Nes & Chan, 2020 for helpful
overviews and a summary of recent developments).
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inference). Nevertheless, we continue to experience the lines as being different in
length, our perceptual faculties seem to be cognitively impenetrable to our per-
ceptual beliefs. While the PP approach that aligns phenomenality with assigned
certainty to a given hypothesis predicts that one should experience the lines being
equal in length, this does not seem to fit the fact that one remains subject to the
illusion that they are unequal in length. If the reasoning above is correct, then
the hypothesis that determines phenomenal character (different in length) differs
from the hypothesis with the highest certainty (equal in length). This also creates a
problem of defining what it means for a hypothesis (i.e., an internal representation
of the external world) to be ‘mid-level’ in the sense relevant for the meta-problem
response relying on the certainty of mid-level hypotheses, further undermining its
persuasive strength towards dispelling the hard problem.

5 Conclusion

In this paper, we critically assessed the proposal that the popular PP approach to
perception, cognition, and action can be also successfully applied to consciousness
and thus guide the search for the neural correlates of consciousness. As we have
shown, it is questionable whether or not the PP framework can, in fact, offer a
componential analysis of the nervous system which could guide empirical inves-
tigations aimed at uncovering the mechanisms underlying conscious experiences.
We have also demonstrated that the accounts of consciousness currently utilizing
PP are usually dependent on assumptions external to the framework for conceptu-
alizing and accounting for consciousness. Such accounts, furthermore, often lead
to additional problems and misleading predictions.

Despite the critical voice of this paper, we do not want to suggest that the PP
framework cannot be useful to neuroscientific research into consciousness on prin-
ciple. Our criticism is only meant as a voice of caution which highlights that the
hype surrounding the framework often outstrips the support that current research
lends to it. It is simply too early in the development of the framework to reliably
judge whether or not it can deliver on many of its promises. We should remain
cautious about the grand claims about PP’s explanatory potential and focus on fill-
ing in the details as well as overcoming conceptual and methodological obstacles
that the framework is facing.
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