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Abstract
The search for the neural correlates of consciousness is in need of a systematic, principled
foundation that can endow putative neural correlates with greater predictive and explanatory
value. Here, we propose the predictive processing framework for brain function as a promis-
ing candidate for providing this systematic foundation. The proposal is motivated by that
framework’s ability to address three general challenges to identifying the neural correlates
of consciousness, and to satisfy two constraints common to many theories of consciousness.
Implementing the search for neural correlates of consciousness through the lens of predictive
processing delivers strong potential for predictive and explanatory value through detailed,
systematic mappings between neural substrates and phenomenological structure. We con-
clude that the predictive processing framework, precisely because it at the outset is not itself a
theory of consciousness, has significant potential for advancing the neuroscience of consciousness.
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This article is part of a special issue on “The Neural Correlates of Consciousness”,
edited by Sascha Benjamin Fink.

1 Introduction
The search for the neural correlates of consciousness (NCCs) has now been under-
way for several decades (Crick & Koch, 1990b). Several interesting and suggestive
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patterns of brain activity have been revealed but no unequivocal ‘correlate’ has
emerged. Alongside these developments, a plethora of theories of consciousness
have been formulated. Many of these theories are conceptually intriguing, and
some have empirical evidence in their favour, but the field of consciousness sci-
ence is some distance from consensus on a theory of consciousness (for overviews,
see Bayne et al., 2009); the lack of consensus has sparked funding bodies to encour-
age adversarial collaborations between proponents of different theories (Reardon,
2019). As with NCCs, this lack of consensus can be attributed partly to continuing
debate over the sense in which an adequate theory should ‘explain’ ‘consciousness’.
There is a further distinction between scientific and metaphysical theories of con-
sciousness; the former typically at least tacitly assumes materialism and aims at
explanation and mechanistic approaches to consciousness, whereas the latter is
concerned with the ultimate nature of consciousness rather than with specifics
about neuronal mechanisms.

Here, we propose that it will be fruitful for the field to capitalize on a general
account of brain function, which can serve as a systematic basis for identifying
NCCs, and which may as a consequence increase the predictive and explanatory
power of the science of consciousness. We suggest, in particular, that a predic-
tive processing (PP) approach brings many advantages to the scientific investiga-
tion of consciousness, primarily through encouraging and operationalizing closer
links between phenomenological properties of conscious experience and mecha-
nistic properties of underlying neural substrates. Perhaps counter-intuitively, we
suggest these advantages accrue in part because the PP approach is not, in itself, a
theory of consciousness.

2 The need for a systematic NCC
To identify the neural correlates of consciousness, it is commonly accepted that
one needs to find the minimally sufficient conditions for the occurrence of a global
conscious state or level (such as being conscious rather than unconscious, or being
in the Minimally Conscious State rather than the awake state) or content (such as
consciously experiencing a face rather than a house). There exist a number of dif-
ferent methods and typical paradigms for revealing such correlates. For example,
binocular rivalry and masking paradigms have been extensively used in studies of
conscious content, while for the global conscious state the natural or artificial ma-
nipulations of (respectively) sleep and anaesthesia provide productive approaches.

These NCC methods are generally, at least implicitly, considered relatively the-
ory neutral – they are not immediately proprietary to any particular scientific the-
ory of consciousness (and proponents of most metaphysical theories, even dualists,
can agree that thesemethods implement a valid scientific endeavor even if, by their
lights, they cannot reveal the ultimate truth about consciousness). There is discus-
sion about whether states can be conscious even if not accessed and reportable,
and if that is the case, whether the neural correlates of such states can be identi-
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fied by paradigms that require behavioural report (Block, 1995). There has been
progress in extending NCC methods across conditions where introspective or be-
havioural report are not required and such ‘no report’ paradigms may begin to
address this discussion (Tsuchiya et al., 2015). While NCC methods may initially
appear to be theory-neutral, different theories may gravitate towards certain types
of paradigms and proposed neural correlates. For example, theories that deny the
possibility of unaccessed conscious experience will tend to gravitate to paradigms
that capitalise on reportability.

After paradigm-defining research in the early 1990s, the NCCmethodology be-
came a focus of the science of consciousness (Metzinger, 2000), and has received
several reviews and commentaries since, reporting on significant progress (Aru et
al., 2012; Fink, 2016; Hohwy, 2009; Klein & Barron, 2020; Koch et al., 2016; Miller,
2007; Seth, 2009; Tononi & Koch, 2008). An influential early discussion was given
in Chalmers (Chalmers, 2000), which pointed to a crucial and so far underappreci-
ated distinction between arbitrary and systematic NCCs.

An arbitrary NCC is revealed when some neural activity in some region of
the organism’s brain (as accessed with some neuroimaging or neurophysiological
method) reliably correlates with a given conscious state or content. Such a corre-
late is ‘arbitrary’ because mere activation on its own does not help us extrapolate,
predict, understand or explain much about the mechanisms underlying conscious-
ness. The fact that region x ‘lights up’ when consciously rather than unconsciously
perceiving Gabor patches does not, by virtue of this fact alone, allow us to predict
under what other stimulus conditions x might also be activated, or which regions
might be activated for other types of stimuli. Nor does it throw much light on the
particular phenomenological properties that characterize such a conscious percep-
tion, nor what mechanisms underlie conscious perception generally. Even with
extensive brain mapping along these lines, the result would be an explanatorily
inert descriptive list of areas or patterns of activity. Arbitrary NCCs are not likely
to do much to let us understand the brain basis of consciousness, or to use such
an understanding to help with consciousness-related conditions, such as disorders
of consciousness (Fernández-Espejo & Owen, 2013), split brains (De Haan et al.,
2020), or islands of consciousness (Bayne et al., 2020).

As a terminological note, we take ‘arbitrary’ in the sense that we would have
no inkling why the pattern of activity would be like this and not some other way,
given some particular phenomenology; such a fully arbitrary NCC is one extreme
kind of NCC. We recognize that talk of ‘arbitrary’ NCCs may not be entirely felic-
itous since the NCC in question may have a reliable correlation with phenomenal
states that is law-like and exceptionless – and in this sense be ‘non-arbitrary’. In
some respects, a better distinction could be between ‘non-explanatory’ and ‘ex-
planatory’ correlates, as in (Seth, 2009). Note however that the arbitrariness we
(following Chalmers, 2000) refer to is not in the correlation, reliable or not, with
phenomenal states, but rather in the question why it is this rather than another
correlated pattern of neural activity that is the focus of the NCC search. Being
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‘systematic’ then means being systematically guided by theoretical considerations
of some sort.

Most actual instances of NCC research will not be fully arbitrary, as they natu-
rally engage to some degree interpretations of the pattern or location of activation,
mainly using that pattern or location to inspire a theoretical approach to conscious-
ness. Examples of such theory building can be found in the idea that frontopari-
etal activity is not arbitrary in the sense that it accounts for the global broadcast
and access that seems predictive and explanatory at least for access consciousness
(Mashour et al., 2020), or in the interpretation of the role of ‘posterior hubs’, asso-
ciated with integrated information theory approaches (Koch et al., 2016).

In light of such concerns, Chalmers notes that if we could “find a neural sys-
tem whose states do not just arbitrarily correlate with the phenomenal [contents
and] states in question, but which vary along a corresponding systematic dimen-
sion, then the NCC in question will have much greater potential explanatory and
predictive power”. We agree with this reasoning and label this the systematicity
requirement for the NCC. (Chalmers suggested as an example of systematicity cor-
relations of conscious content with ‘neural representational systems’ (Chalmers,
2000: 11); for critical discussion, see Noë & Thompson (2004) and responses; in
this paper, we will consider a more inclusive notion than just representational sys-
tems).

To unpack the systematicity requirement, wemust first determine with respect
to what there should be greater explanatory and predictive power. The answer to
this question is that explanatory and predictive power should be with respect to
both brain activity and phenomenology. A systematic approach will be useful for
the NCC search only if its core elements can eventually be used to predict when
and how conscious phenomena arise, explain why conscious phenomena have the
structure and form they have, and potentially even control through interventions
how conscious experience unfolds.

We propose that such a systematic approach will best be developed by embed-
ding the proposed correlates of the studied conscious phenomena within a larger
understanding of brain function, one which is not itself primarily tied to conscious-
ness. This will help move beyond mere arbitrary correlates by ensuring that the
relevant brain activity can be identified and interpreted as more than just “the ac-
tivity, whatever it is, that correlates with this or that conscious phenomenon”. In
other words, it would enable us to look at the correlated brain activity and project
systematically from that activity to predict related phenomenological states, and
provide unifying explanations of their occurrence.

We can then say that, to discharge the systematicity requirement, a larger un-
derstanding, theory or, as we shall phrase it, a framework for overall brain function
must be found for the NCC. This framework must perform the task of providing
explanatory and predictive power for certain patterns of brain activity and the
structure and form of their correlated phenomenology. Note, it is not necessary
for such a framework to itself propose an explanation of consciousness. In fact, it
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may serve the search for a systematic NCC better if this larger framework does not
– at least not initially – contain a theory of consciousness. As we will discuss later,
parts of the framework may nevertheless coalesce into a theory of consciousness if
it turns out to be successful in contributing to a systematic NCC. (We do not argue
that discharging the systematicity requirement necessarily requires a framework
that is not a theory of consciousness. For example, Integrated Information Theory
is a theory of consciousness that proposes systematic relationships between neu-
ral mechanisms and phenomenological properties (Tononi et al., 2016). Note that
IIT is not generally considered as part of the NCC programme.)

Naturally, it will be a tremendous challenge to fully cash out this notion of a
framework for overall brain function with the requisite explanatory and predictive
power. We believe, as we shall discuss later, that there is cause for optimism. For
now, an analogy might be useful, that the systematicity requirement is not specific
to consciousness science. If we are interested in physiological phenotypic traits
then a basic genetic theory of what governs changes to the DNA sequence will not
be useful on its own, even if that theory is in fact true. Rather, to gain explanatory
and predictive power with respect to phenotype we need to appeal to epigenetics.
Epigenetics places genes in context and allows us to build up mechanistic accounts
of how genes, cells, bodies, and environments interact over developmental trajec-
tories to explain phenotypic traits. Epigenetics is a theoretical approach in its own
right and there is considerable work to be done in correlating epigenetic processes
with phenomena like cancer. Similarly, for a theory of brain function, there will be
kinds of frameworks that are not optimal for generating explanatory and predic-
tive power for consciousness, even if they might adequately describe (for example)
neuronal and synaptic activities, while there will be frameworks at other levels of
description that will have the right kind of explanatory and predictive ‘grain’ for
consciousness.

With the help of a suitable framework for brain function, the fact that conscious
perception of a Gabor patch correlates with brain activity x would have greater po-
tential for predicting under what other conditions x would or wouldn’t be present,
and under what conditions a similar conscious perception would or wouldn’t be
present. Critically, such a framework should be capable of providing an adequate
language in which to account for phenomenological properties of consciousness
(e.g., representational content, sensory presence, feature binding, spatiality or the
lack of spatiality, illusion formation, sense of agency etc.), which constitute the
explananda of any satisfactory theory of consciousness. That is, unpacking brain
activity x within the framework should cast light on phenomenology.

In this manner, it would be useful for the empirical search for NCCs to be
coupled to a framework, not for consciousness per se but rather a framework for
brain function, with the right internal structure and level of description to have
explanatory potential for phenomenology. Such an approach contrasts with the
NCC search as it has largely unfolded until now, which may be characterized as
identifying relatively arbitrary and piecemeal correlates.

Hohwy, J., & Seth, A. (2020). Predictive processing as a systematic basis for identifying the neural
correlates of consciousness. Philosophy and the Mind Sciences, 1(II), 3.
https://doi.org/10.33735/phimisci.2020.II.64

©The author(s). https://philosophymindscience.org ISSN: 2699-0369

https://doi.org/10.33735/phimisci.2020.II.64
https://creativecommons.org/licenses/by/4.0/
https://philosophymindscience.org


Jakob Hohwy and Anil Seth 6

3 Three challenges to the NCC search

Identifying the general framework for brain function for the systematic NCC will
be helped by considering three additional and extensively discussed challenges
associated with the NCC search.

3.1 The global states and local contents challenge

The first challenge has to do with the widely acknowledged distinction between
states and contents of consciousness (Laureys, 2005; Rosenthal, 1986). Most NCC
programs are devoted to content NCCs, and fewer (though increasingly more) to
finding the NCC of global states (sometimes called ‘levels’) of consciousness. The
challenge here is that a satisfying account of consciousness may require treating
states and contents together (Bayne, 2007; Hohwy, 2009). The challenge can best be
introduced with an example. Binocular rivalry is a classic NCC paradigm, where
different stimuli are shown continuously to each eye, and conscious perception
alternates between them. In a typical binocular rivalry NCC study, a participant
may be exposed to rivalry stimuli and fMRI data may be acquired, showing alter-
nating regions of activity associated with the alternating conscious percepts (as
in, e.g., the classic study by Tong et al., 1998). The problem, stressed early on by
Searle (2000), is that the participant was already conscious when put in the scanner
and so the brain activity cannot reveal why one percept is conscious rather than
not, but merely what brain activity is associated with selection of the content into
consciousness, in an already conscious creature.

More generally, the NCC search has largely sidestepped the issue of the rela-
tion between global states and contents (exceptions include Bachmann, 2012; Aru
et al., 2019; Haun & Tononi, 2019; Noreika et al., 2017). Much remains to be discov-
ered about interactions between global states and contents. For example, it may
be that insertion of some contents into some global states changes those states, or
that certain states may change the contents inserted into them (e.g., rivalry stim-
uli may be processed very differently in different global states of consciousness
such as delirium, psychedelic states, or absence seizures). Indeed, the psychedelic
state serves as a compelling example in which there seem to be changes in both
state/level and content, which, further, seem to be dependent on each other (Schart-
ner et al., 2017).

This challenge constrains the search for a systematic NCC in the following
way: the systematic dimension under which neural activity is described should
be able to have both global states and local content as factors. There should be
dimensions of overall functioning – a ‘whole of system’ approach – as well as of
individual conscious contents.
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3.2 The screening off challenge: Brain structure and phe-
nomenology

The second challenge concerns how to ‘screen off’ less explanatory neural corre-
lates from the more explanatory correlates. Importantly, the degree to which a
candidate NCC is explanatory is not simply a matter of how tight or reliable its
correlation is with conscious states or contents. A number of researchers, begin-
ning with Miller (2007), have argued that even with very tight, reliable correlates
being identified, it may still be an open question which of these are the true con-
stituents or substrates of the conscious states or contents (with the underlying
assumption being that only the true constituents would facilitate predictive and
explanatory power). If there are three causally chained neural states NS1, NS2,
NS3 that tightly and reliably correlate with the conscious experience of seeing a
face, it may be that NS1 is a mere causal precursor, and NS3 a causal consequent
of the true (and presumably most explanatory) constituent NS2, even though the
empirical correlation between all three and the conscious experience is much the
same (Graaf et al., 2012; Miller, 2015).

One response to the screening off challenge is to make use of techniques for
causal inference (Aru et al., 2012; Hohwy, 2009; Klein & Barron, 2020; Neisser,
2012; Pearl, 2000; Woodward, 2003). In particular, better methods for causal inter-
vention should be able to advance the issues. For example, TMS, tDCS, and espe-
cially optogenetics should allow fine-grained (‘surgical’) manipulation of distinct
elements of the causal neural chains of events underlying conscious states and
contents (see Marshel et al. (2019) for an impressive optogenetic study along these
lines). This holds most obviously for precursors, where interventions would lead
to effects on consciousness. It also holds for downstream consequences, where
interventions should fail to influence consciousness.

A second and perhaps more important response lies in examining whether po-
tential correlates (e.g., NS2) better account for the corresponding conscious con-
tent or state than precursors (NS1) or consequents (NS3). This requires the ability
to distinguish potential correlates on their explanatory potential with (phenomeno-
logical) explanatory targets. For example, NS2 and NS1 may correlate equally
tightly with a conscious experience of a horizontal Gabor patch, but NS1 corre-
lates better than NS2 with several orientations of the experienced patch. Here, it
is a question for philosophy of science to formulate a substantial notion of ‘explana-
tory potential’; this may be, for example, in terms of homology, causal/functional
isomorphism, contrastive explanations, or mechanistic reduction (Bechtel, 2007;
Craver, 2007; Hohwy & Frith, 2004; O’Brien & Opie, 1999).

Meeting the screening off challenge would therefore be facilitated if brain ac-
tivity could be ‘carved at the joints’ in a way that both allowed meaningful and
efficient interventions and which mapped to an equivalent partitioning of the ex-
planatory targets, namely the phenomenological properties of experience. There
is a considerable and challenging task in revealing this ‘architecture’ of conscious
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phenomenology, and it seems likely that approaches to screening off at the level
of brain activity will develop in tandem with understanding of the phenomeno-
logical explanatory targets. In particular, we may learn more about the building
blocks of the neural system and the varieties of phenomenology as we learn to
better intervene on both.

A standard example serves to illustrate the difficulties inherent in carving brain
activity at its joints such that it matches the structure of the phenomenological ex-
planatory targets. An early dynamical NCC approach proposed that conscious
contents depended on gamma-band synchrony among neural populations (Crick
& Koch, 1990a, 1990b). This proposal gained conceptual plausibility through its as-
sociation with the classic ‘binding problem’ in neuroscience of how spatially seg-
regated processing of distinct object features become ‘bound’ together. Despite
some early empirical support it became rapidly clear that synchrony among neu-
ral populations does not always go along with conscious contents and/or binding
(for review and discussion, see Gold, 1999; Engel & Singer, 2001). To the contrary,
an excess of neuronal synchrony reliably leads to the global loss of consciousness,
as in absence epilepsy. In hindsight, the insufficiency of a simple association be-
tween neural synchrony and consciousness is hardly surprising. Allowing a more
global view of binding, conscious scenes are not well described as single unified
perceptual objects; rather, conscious experiences normally comprise of a multi-
modal range of contents each of which retain a distinctive identity while being
embedded within a single unified scene. This phenomenological observation may
then be a good guide for how to carve brain activity at the joints, where neuronal
synchrony may still play some role – though no longer as the NCC itself (Tononi
& Edelman, 1998).

3.3 The action challenge

We turn next to a challenge which is more prescriptive, about where conscious-
ness science should go, than the previous challenges. Recent years have seen an
increased focus on the role of action (in a broad and inclusive sense) for the mind.
A number of broadly ‘enactive’ approaches have been suggested, which highlight
the important point that conscious perception is closely entwined with agency, in-
tention, movement and behaviour (contributions to this debate range very widely
from radical reconceptualizations of cognitive science, biological approaches to
active sensing, and computational approaches, see, e.g., Hurley, 1998; Engel et al.,
2016; Hutto & Myin, 2013; Krakauer et al., 2017; Noë, 2004; Noë & O’Regan, 2001;
Schroeder et al., 2010). Indeed, some of the pressure to include action in conscious-
ness science comes from the predictive processing literature itself, insofar as this
literature rests on a notion of action (as we discuss later) and has already begun
to address consciousness (Parr et al., 2019), and so insisting on this challenge will
somewhat preemptively help secure a good position for this framework.
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Our conscious experience is intimately coupled with our actions at both per-
sonal levels (for example, a voluntary decision to reach for a cup of tea) and sub-
personal levels (for example, as we actively sample the world in visual search, by
moving our eyes around a visual scene). Though we might readily imagine an ut-
terly actionless but conscious system, it seems misguided to suggest that action is
an optional extra for any actual system that is conscious. Notice, this is not just
the idea that consciousness is for action, but rather that the conscious experience
has the structure and trajectory it has in part because we are active systems.

Presently, neuroscientific theories of consciousness and NCC research that fo-
cus on conscious states and contents pay little attention to the role of action in con-
sciousness. The natural exceptions are studies that explicitly focus on experiences
of intention, volition and agency, but these studies are rarely taken to motivate
general accounts of consciousness or brain function (see also Fleming et al. (2015)
for an intriguing link between action and metacognition). One possible reason for
general neglect of action is that action and consciousness seem to be dissociable,
at least on the face of it. For example, we can be conscious without overt action as
in dreaming, and we can act without consciousness, as in reflexes. Nevertheless, a
systematic dimension to brain function that includes action as an integrated part
would be desirable, allowing us to posit the necessity of action for consciousness.
Such proposals might include covert, mental actions (such as endogenous alloca-
tion of attention) as well as overt actions – and they might distinguish between
actions being constitutively necessary (i.e., necessary at any given time for con-
sciousness), compared to being merely diachronously necessary (i.e., necessary as
part of the history of the organism’s interaction with its environment).

Summarizing these three challenges for the systematic NCC search, we would
like to have a framework for interpreting brain activity that allows interactions
between global and local states of consciousness, enables intervention at ‘joints’
which make sense both in terms of brain activity and phenomenology, and which
allows an integrated role for action in consciousness. Next, after considering some
theoretically motivated constraints, we will propose that the predictive processing
framework fits the bill.

4 Theories of consciousness

There are now many theories of consciousness vying for attention and empirical
evidence. Here is an incomplete list of some of the most discussed theories, with
some exemplifying references:

Global neuronal workspace theory (Baars, 1988; Mashour et al., 2020)
Integrated information theory (Tononi et al., 2016; Tononi & Edelman,
1998)
Recurrent processing theory (Lamme, 2020, 2010)
Higher order thought theories & Metacognitive theories (Brown et al.,
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2019; Fleming, 2020; Lau, 2008; Lau & Rosenthal, 2011; Rosenthal,
1997)
Radical plasticity thesis (Cleeremans, 2011)
Virtual reality theories (Metzinger, 2004; Revonsuo, 2006)
Attention-based theories (Graziano & Webb, 2015; Prinz, 2012)
Heterophenomenology (Dennett, 1991)
Core consciousness theory (Damasio, 2000)
Orchestrated objective reduction (Hameroff & Penrose, 2014)
Electromagnetic theory (McFadden, 2020, 2002)

Some of these labels and groupings ignore substantial differences. For example,
though versions of Higher-order thought theory are closely linked to Metacogni-
tive theories they differ significantly in how they cash out the higher-order ele-
ment; the two Attention-based theories differ, though both appeal to attention,
and similarly for the two Virtual reality theories. There are also now several the-
ories proposed which connect to the framework we shall consider below, namely
predictive processing; we discuss these theories below. Though there is some di-
versity in the explanatory targets and in metaphysical assumptions (for discussion
of this kind of diversity, see e.g., Seth, 2021), there is general agreement that a the-
ory of consciousness should explain the underlying mechanism(s) for conscious
contents and/or global states of consciousness.

Regarding metaphysical assumptions, there is some debate about whether the-
ories of consciousness are or should be aimed at resolving the metaphysical mind-
body problem (the “hard problem”, see also alternate versions such as the knowl-
edge argument or the explanatory gap; Descartes, 1641; Chalmers, 1996; Jackson,
1982; Levine, 1983). While some theories explicitly seek to solve the hard problem
(e.g., Integrated information theory, Orchestrated objective reduction, Electromag-
netic theory), others do not, or do so only implicitly or indirectly (e.g. recurrent
processing theory, global neuronal workspace theory). To solve the hard problem,
a theory must remove any open question about whether a system characterised in
terms of that theory is in fact conscious. This is a tall order. It seems to us the best
hope for making inroads on the metaphysical question is to take an indirect ap-
proach, and to extend this approach by searching for systematic neural correlates
of consciousness (though we acknowledge of course that the hard problemmay be
too metaphysically hard for any scientific approach to be successful). On one level,
this strategy will deliver greater predictive and explanatory power regarding fac-
tors that shape and modulate consciousness. Such advances will have important
practical consequences in (for example) neurology and psychiatry. Equally impor-
tant, a focus on systematic NCCs recognizes that ‘consciousness’ is not a singular
explanatory target. The multifaceted structure of conscious phenomenology in-
stead provides a repertoire of explanatory targets. Applying a general theory of
brain function alongside a refined repertoire of explanatory targets (as opposed
to implicitly assuming consciousness to be a singular phenomenon) should prove
powerful in circumventing the hard problem of why conscious experience happens
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at all (Seth, 2016). In other words, a sensible mapping – achieved by satisfying the
systematicity constraint – of brain states and phenomenology may make the hard
problem less pressing, or perhaps even dissolve it altogether.

Asmentioned, later we examine extensively whether predictive processing can
provide the theoretical framework needed to deliver a systematic NCC.This discus-
sion will raise the issue whether PP is itself a theory of consciousness (and really
belongs on the list above), or is on the way to becoming one. For now, we note
that there have been several recent proposals for how to connect PP to conscious-
ness. Our point here is that PP is not first and foremost a theory of consciousness
since, as a framework for brain function, it could exist perfectly well even in the
absence of any discussion of consciousness. This fact about it will, as we shall see,
encourage its consideration as the basis for a systematic NCC.

4.1 Common themes

In spite of the diversity of current theories of consciousness, the most prominent
have at least two elements in common. If these theories are at least roughly on the
right track, then it will be desirable if the underlying framework for a systematic
NCC, which we seek, can give rise to these common elements.

The first element is uncertainty reduction. Many theories associate conscious-
ness with a mechanism such that experiencing a certain content in a certain con-
scious state is related to uncertainty reduction, in an information-theoretical sense.
For example, Global neuronal workspace theory operates with the idea of con-
tents being ignited into consciousness when an evidence accumulation threshold is
reached (Dehaene, 2011); versions of Higher-order thought theory operatewith cri-
terion setting that optimizes a variable signal-to-noise ratio (Lau, 2008), the same
holds for the Radical plasticity thesis, andMetacognitive theories; Integrated infor-
mation theory formally defines conscious states in part in terms of the possibilities
excluded by being in that state (Oizumi et al., 2014); Recurrent processing theory
considers whether the mechanisms for consciousness have to do with integrating
information and with learning, both of which are uncertainty reducing. The rea-
soning behind this insistence on uncertainty reduction often seems to be that a
conscious system has a tendency to settle in one unified and highly informative
representational state. Of course, we are not here placing all these diverse theories
on the same footing with respect to how they conceive such uncertainty reduction.
Different theories propose diverse and often incompatible mechanisms, operating
at quite different spatiotemporal and even conceptual scales (for discussion, see
Doerig et al., 2020; Graziano et al., 2020).

The second element that many theories of consciousness have in common
is top-down signalling. Many theories of consciousness agree that there is little
chance for consciousness to occur in a system that does not have top-down (‘back-
ward’ or ‘inside-out’) signalling in addition to the bottom-up (‘forward’ or ‘outside-
in’) flow from the sensory cortices. For Integrated information theory, it turns out
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that a system with only bottom-up connectivity has no φ (‘phi’, the quantitative
measure of consciousness on this theory; (Oizumi et al., 2014: 19); Recurrent pro-
cessing theory is based on the notion of backward, ‘recurrent’ processing; NCC
studies in support of Global neuronal workspace theory suggest that consciousness
is ‘ignited’ partly by recurrent connectivity; Higher-order thought and Metacog-
nitive theories all operate with an assumption that some higher-level process can
‘look down’ at lower-level states; and finally, it is hard to see how Virtual reality
theory would work without extensive top-down signalling in the construction of
the internal virtual reality model that can arise in the absence of bottom-up sig-
nals. We also note that studies of the global state of consciousness in anaesthesia
suggest that a global state of consciousness depends on top-down signalling in the
brain (Boly et al., 2011, 2012; Pal et al., 2020).

There are significant differences amongst the theories concerning how this top-
down signalling should work, neurophysiologically and computationally. Some
theories (e.g., Global neuronal workspace theory and versions of Higher-order
thought and Metacognitive theories place the source of top-down signals more
forward in the brain than others, such as Recurrent processing theory). In spite of
these differences, the agreement on the need for top-down signalling is striking,
and does seem to be supported by the available evidence.

Given that most theories of consciousness allocate key roles to uncertainty re-
duction and top-down signalling, and assuming these theories are at least roughly
on the right track, it would be desirable if the systematic framework for the NCC
was able to accommodate these two elements in a central but relatively theory
neutral role. As we shall see, this requirement also makes PP a good fit.

5 Core properties of PP

Predictive processing is a theoretical framework that posits that the brain’s overall
function is to minimize long-term average prediction error. According to PP, the
brain harbors a generative model of its internal, bodily environment as well as
its external, worldly environment and continually finesses this model through a
prediction/prediction error dynamic. The predictions are compared to the actual
input, and the brain’s job is to keep prediction error within expected bounds in the
long term (Friston, 2010, 2005; Friston, Parr, et al., 2017). The underlying objective
for this PP activity is for the organism to act (internally and externally) to maintain
itself in its expected (homeostatic) states. As we shall acknowledge further in the
final section, the PP framework is by no means universally accepted and there is
substantial, interesting and challenging debate about it. Here, we seek to primarily
develop its promising properties for the science of consciousness.

Predictive processing in the brain can occur in four basic ways, all analogous
to familiar descriptions of scientific inference (for comprehensive reviews, see e.g.,
Bogacz, 2017; Buckley et al., 2017; Hohwy, 2020a; Yon et al., 2019). The central
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principle for the operation of these four processes is that on average and over the
long run, (statistical) surprise should be minimized:

Perception. The model can be revised in the light of prediction error, which
will reduce the error over different timescales, at different levels of the model’s
hierarchy, and improve the model fit. On short timescales prediction errors are
minimized to find the optimal (or near-optimal) posterior (using approximations
to Bayesian inference). This is perceptual inference (Friston, 2003). On longer
timescales the parameters of generative models can change, corresponding to per-
ceptual learning, which in turn finesses models to perform better in perceptual
inference. This is analogous to how a scientist might update their hypothesis in
the light of new data, hoping to eventually learn models that generate predictions
encountering only little prediction error.

Action. The model can be kept fixed and used to generate predictions even
though prediction error may transiently increase. Action, or selective sampling of
the sensory input, can then be used to minimize the prediction error. In particular,
proprioceptive predictions are delivered to the classic reflex arcs, which engage
the body plant until the expected sensory input is obtained. This is action, and is
analogous to how a scientist may retain a hypothesis and control the environment
for confounds until the expected evidence obtains (or, less optimistically, engages
in repeating slight variations of an experiment until the desired result arrives). Ac-
tion is then simply prediction error minimization with a different direction of fit
than perceptual inference. In the PP framework, this is active inference and in-
volves inference of policies for action, under expectations that precise (unambigu-
ous) policies best minimize future prediction error (Friston et al., 2013; Friston,
FitzGerald, Rigoli, Schwartenbeck, O’Doherty, et al., 2016). Conceiving of active
inference in this way allows for both instrumental actions (actions that directly
fulfil perceptual predictions) and exploratory, epistemic actions that improve the
capacity for future instrumental action (Tschantz, Seth, et al., 2020). Importantly,
actions can also be internal to the organism (‘intero-actions’), so that interoceptive
predictions enslave autonomic reflexes in order to maintain physiological home-
ostasis (Allen et al., 2019; Seth, 2013; Seth & Tsakiris, 2018). Active inference is
indispensable to PP in any sufficiently rich understanding – a PP system without
action will not be like any biological creature, certainly not like any system with
a brain.

Attention. The dynamic exchange of predictions and prediction errors in PP
can be modulated according to the expected precision of prediction error, rela-
tive to the prediction, such that prediction error minimization occurs on the basis
of prediction error estimated to be trustworthy; this amounts to gain control (or
gating), and functionally maps on to attention (Feldman & Friston, 2010; Hohwy,
2012). This is analogous to assessment of variance in statistical inference, and to
how a scientist over time will build up expectations about which types of measure-
ments will be precise andwhich not. Precision optimization refers to inference and
learning for precision expectations. Note that despite the common association of
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attention with exteroceptive modalities, precision optimization is ubiquitous in
PP and applies (for example) equally to interoceptive inference (Petzschner et al.,
2019).

Recognition, understanding, exploration. The model can be simplified (cf. com-
plexity reduction) to enable prediction error minimization in the long run; this
corresponds to Bayesian model selection, where complexity is penalized. It is anal-
ogous to how a scientist may prefer simpler models in the long run even though
a more complex model may better fit the current evidence. Functionally, this may
map on to aspects of recognition (rather than mere detection) of sensory causes
and their interactions, within an understanding of the causal structure of the en-
vironment, where different models of what may have caused sensory input are
weighed against each other. As mentioned above, in relation to epistemic action,
an emphasis on minimizing future prediction error can lead naturally to notions of
exploration, where prediction error is occasionally allowed to increase in order to
enable new causal information to be discovered, opening new avenues for efficient
future prediction error minimization (Friston, FitzGerald, Rigoli, Schwartenbeck,
O’Doherty, et al., 2016; Friston et al., 2015; Tschantz, Seth, et al., 2020).

Putting these elements together, we arrive at the powerful idea that the brain
embodies a model of its environment (including the organism itself), and exerts
control on this environment through statistical inference geared towards minimiz-
ing its own long-term prediction error. This ambitious framework has been the
focus of much work across neuroscience, cognitive science, biology and philos-
ophy (e.g., Metzinger & Wiese, 2017; Hohwy, 2020a; Mendonça et al., 2020). The
point of minimizing prediction error in the long run average, is that this allows the
organism to stay within its expected states – i.e., to stay alive. This gives a perspec-
tive on the whole organism as primarily concerned with maintaining homeostasis
by repeatedly visiting (expected) states of its (internal and external) environment.
The overall prediction error minimization of the organism is therefore put into the
context of the specific environmental impact (on physiological homeostasis) the
organism is exposed to. This foundational biological perspective underwrites the
claim that the PP framework is not in itself a theory of consciousness.

A key point about PP is that themechanistic process of sensory prediction error
minimization will (given certain assumptions such as normally distributed data
and separable timescales) come to approximate Bayesian inference on the causes
of sensory signals. This provides another perspective on PP: as transforming a
typically intractable inference problem (exact Bayesian inference) into a tractable
optimization problem. This perspective in turn licenses the view that a system
that manages to minimize prediction error in the long run will tend to behave as
if it were a representational system. This follows because Bayesian inference is
representational, in the sense of resting on statistical models of the causes of data.
(Already there is a link here to Chalmers’ example of a systematic NCC, mentioned
earlier, as being a neural representational system, though PP is much richer than
just this).
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This perspective highlights that the PP framework can be cast at different lev-
els of abstraction which make different claims about the underlying mechanism.
On ‘strong’ interpretations, the brain is in fact utilizing generative models and ap-
proximate Bayesian inference to accomplish prediction error minimization. On
‘weaker’ interpretations, brains (and other systems) can be described as if they are
utilizing such models and inferential processes, though the underlying physical-
causal mechanismmay be different (cf. theWatt governor; Van Gelder, 1995). Here
lie interesting questions about the necessary and sufficient conditions required to
be vs. to have a model, what this implies for PP, and for the application of PP as a
framework for expressing systematic NCCs (Baltieri et al., 2020; Kiefer, 2017; Seth
& Tsakiris, 2018; Van Es, 2020).

Note that for organisms living in a dynamically changing world, Bayesian in-
ference will have to anticipate changes in the world that may threaten their prior
beliefs (especially those prior beliefs concerning homeostasis). That is, such sys-
tems cannot just accumulate evidence under the assumption that the causes they
are sampling from remain constant, they must take volatility into account too (i.e.,
changes in statistical distributions over time). This implies that Bayesian inference
should be hierarchical: an adequate prediction-error minimizing system should
find patterns in patterns and build corresponding expectations about expectations,
be able to regulate the rate with which it learns, and it should be prepared to re-
linquish parts of the model that it expects to become obsolete (Mathys et al., 2011,
2014). In addition, with an appeal to hierarchical inference there is an opportu-
nity to ameliorate the problem of understanding where priors come from: in a
hierarchical setting, posteriors at one level form (empirical) priors for the level
below. Notice that under PP, hierarchies should not be understood in overly ide-
alized terms of neatly stacked levels passing messages only to their nearest neigh-
bours. Cortical hierarchies, though mathematically describable, will recapitulate
the causal structure of the world it is modelling, with several leap-frogging mes-
sage pathways among more distant levels (Markov et al., 2013).

These core properties of the overall PP framework can be implemented mech-
anistically through process theories for particular kinds of systems, such as brains.
The best known process theory for perceptual inference is predictive coding, and
gradient descent on variational free energy for active inference (Friston, 2003; Fris-
ton, FitzGerald, Rigoli, Schwartenbeck, & Pezzulo, 2016). Predictive coding is a
concrete ‘message passing’ scheme where neuronal representations in higher lev-
els of cortical hierarchies generate predictions of representations in lower levels.
The top-down predictions are compared with representations at the lower level to
form a prediction error (associated with the activity of superficial pyramidal cells).
This mismatch signal is passed back up the hierarchy, to update higher level repre-
sentations (associated with the activity of deep pyramidal cells). As a result of this
recursive exchange of signals, prediction errors are suppressed (‘explained away’)
at all hierarchical levels, to provide a hierarchical explanation for sensory inputs
at the very lowest (sensory) level. This message passing process encompasses a
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limited number of signals, consistent with PP: top-down predictions and expected
precisions, endogenous precision modulation, and bottom-up precision-weighted
prediction error and precision prediction errors (canonical microcircuits for this
scheme have been proposed Bastos et al., 2012; see also Walsh et al., 2020; and
Friston, 2019b; see also Teufel & Fletcher, 2020 for possible roles for “bottom-up”
signaling of predictions). Minimization of variational free energy for active infer-
ence is less widely known but is beginning to be extensively studied too (Friston,
FitzGerald, Rigoli, Schwartenbeck, & Pezzulo, 2016; Parr & Friston, 2018; Tschantz,
Millidge, et al., 2020; Tschantz, Seth, et al., 2020). Outstanding issues in this area of
research concern the underlying neuronal architecture of continuous vs. discrete
processing, the relative extent to which predictive coding or complexity reduc-
tion occurs at higher or deeper levels of the cortical hierarchy (Friston, Parr, et
al., 2017), how best to formalize notions of ‘expected free energy’ (Millidge et al.,
2020), and – more generally – its relation to machine learning approaches such as
reinforcement learning and ‘control as inference’ (Tschantz, Millidge, et al., 2020).

6 PP as a systematic NCC
Now we are in a position to propose PP as a promising candidate for satisfying
the systematicity requirement for the NCC. Recall that to meet this goal we need
a general framework for brain function with sufficient explanatory and predictive
power to account for the structure and form of its correlated phenomenological
distinctions. We further identified three challenges to the NCC search (global
vs. local, screening off, and action) as well as two common elements of theories
of consciousness (uncertainty reduction and top-down signal flow), which should
be used as selection criteria for this general framework. PP evidently fits this bill.
Here we show how this is the case assuming some ‘strong’ version of PP, that is,
the existence of some explicit message passing scheme similar to that described
for perceptual and active inference above. (This assumption is important because
it opens the possibility that ‘weaker’ versions of PP will work less well to establish
a systematic correlate for consciousness, in other words, PP will also be able to
describe systems that are not conscious).

PP holds promise for addressing the ‘Global states and local contents’ chal-
lenge. PP is an account of the global state of creatures that act to remain in their
expected states, and who in the course of this process install a probabilistic model
of their internal and external environment. This perspective allows that local in-
put, caused by the occurrence of particular environmental states, can be inserted
into this global state, potentially leading to interactions between the global pre-
diction error landscape and the local exposure to new causes. This perspective
then connects specific contents to the global regulation of homeostatic and allo-
static states (for discussion, see Stephan et al., 2016; Corcoran & Hohwy, 2018).
This connection illustrates how the machinery of PP can be used to systematically
account for properties of consciousness, without being a theory of consciousness
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itself. From this perspective, global states of consciousness like sleep and anesthe-
sia may involve disruption of the top-down or bottom-up signaling that is needed
to instantiate the process of prediction error minimization with respect to local
exposure to sensory causes; sleep and dreaming may relate to how expected re-
ductions in precision of sensory input lead to global reduced gain on prediction
error (Hobson & Friston, 2012), and propofol-induced loss of consciousness seems
to relate to disruption of top-down signaling (Boly et al., 2012).

PP holds promise also for the ‘Screening off: basic brain states and phenomenol-
ogy’ challenge about how to ‘screen off’ less explanatory neural correlates from
the more explanatory correlates. To address this challenge, we highlighted the im-
portance of having ways of intervening on causal chains in neural systems that in
a reasonable sense ‘carve nature at the joints’, that is, are informed by a mecha-
nistic framework for brain function, and which are formulated at a level that can
capture phenomenological distinctions.

PP meets the first part of this challenge since it posits a mechanism of pre-
diction error minimization, replicated throughout levels of a cortical hierarchy.
In other words, manipulations and interventions that are aimed at screening off
for the purposes of the NCC, should be informed and interpreted by the process
theories animating PP (we recognise that there remain many open theoretical
and empirical questions about these process theories (Friston, FitzGerald, Rigoli,
Schwartenbeck, & Pezzulo, 2016; Heeger, 2017; Van der Helm, 2016)). Consider, as
an example, an attempt to screen off upstream and downstream correlates for con-
scious face perception. In this example, it makes sense to ask how areas implicated
in face perception, such as the fusiform face area (FFA) and the occipital face area
(OFA) stand to each other in terms of hierarchical inference and message passing
of predictions and prediction errors. It could be that even if activity in FFA is more
tightly coupled to face perception than activity in OFA, we cannot understand the
systematic contribution of FFA to conscious perception without appreciating the
role of prediction error signals arriving from another area (such as OFA). In other
words, it may be that PP can make contributions to the search for systematic NCCs
by guiding the balancing of functional segregation (localization) and functional
connectivity (integration) in formulating candidate NCCs. In a concrete instance
of this kind of approach, Weilnhammer and colleagues (Weilnhammer et al., 2020)
employed a predictive coding model of binocular rivalry to provide evidence that
prefrontal activity is not downstream to alternations in conscious perception.

PP then also offers a powerful approach to the phenomenological part of this
challenge, namely, to match neural substrates to the structure of conscious expe-
rience. Certain aspects of PP readily lend themselves to matching with informal
descriptions of perceptual phenomenology. For example, conscious experiences
typically contain many objects set in a contextualized scene. The hierarchical na-
ture of PP nicely accommodates this phenomenological observation, so that sen-
sory signals are ‘explained away’ by predictive models combining many degrees
of invariance. This admits predictions about sensory causes that have different
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degrees of invariance with respect to exogenous environmental dynamics and
sensory changes resulting from actions. This is a useful property in light of the
range of invariances characterizing perceptual phenomenology (e.g., objects are
perceived invariantly as being a certain way while at the same time we experience
their changing position, lighting, and even presence to our sensory surfaces at all
during occlusion). PP also readily accounts for multisensory integration through
approximation to precision-weighted optimal Bayesian inference (Alais & Burr,
2004; Hohwy, 2013: Ch. 5); it also speaks to unusual conscious experiences, for
example in delusions and hallucinations, which may reflect sensory signals being
inappropriately overwhelmed by perceptual priors (Corlett et al., 2019; Fletcher &
Frith, 2009; Powers et al., 2017).

Perhaps most interestingly, the language of PP enables new questions (or reani-
mates old, neglected questions) about conscious phenomenology. For example, ex-
tending early claims that peripheral vision is ‘somehow statistical’ (Lettvin, 1976),
we could ask whether perceptual content in the visual periphery is constituted by
precision estimations, instead of merely being shaped by them. Or, starting from
empirical observations rather than phenomenology, we could ask how the concep-
tual tools of PP account for intriguing findings such as the inability to distinguish
between large variations in colour saturation for rapidly presented images (Cohen
& Rubenstein, 2020). In other words, the language of PP enables new and produc-
tive mappings to be drawn between phenomenological descriptions and underly-
ing neurocognitive processes. If PP can facilitate informative mapping of struc-
tured phenomenology with neural substrates screened off in an informed manner,
then it can make significant headway on this challenge.

PP can also help address the ‘Action challenge’. This challenge asks for a flexi-
ble way to integrate action into an account of the structuring of conscious experi-
ence. PP does this first in a general way, by defining the organism in terms of how
it acts to maintain itself in its expected states. Within this general setting, PP can
account for the specific role of action in perception through the notion of active
inference where policies are inferred on the basis of the expected prediction error,
given the selected policy. Policies cover long-term goals such as going shopping,
or choosing an education (or maintaining homeostatic and interoceptive states in
the face of environmentally or internally caused fluctuations), and translate these
goals through shorter-term policies all the way down to control states that can be
executed by the agent’s body (such as limb or eye movement). The key move here
is to recognize that goals (in a reinforcement learning sense) can be expressed as
priors within PP, so that an organismwill come to act in ways that fulfil its (biased)
expectations about its future condition (Friston, FitzGerald, Rigoli, Schwartenbeck,
O’Doherty, et al., 2016; Tschantz, Millidge, et al., 2020).

The fact that both perception and action are inferential, albeit with different
directions of fit, places them on equal footing and ensures they can meaningfully
participate within the same, systematic NCC project. This can be exemplified in
a computational model that explains one of the basic paradigms in consciousness
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science, binocular rivalry, in terms of active inference where selective sampling,
driven by beliefs about volatility, leads to perceptual alternations (Parr et al., 2019).
In addition, since, within PP, actions themselves emerge from fulfillment of (pro-
prioceptive) predictions, the PP framework provides a means of accounting for
the phenomenology of action – such as sense of agency; (Pacherie, 2008) as well
as the influence of action on other conscious contents (such as the fidgeting we ex-
perience when bored or excited (Perrykkad & Hohwy, 2020), or the role of action-
related predictions in the shaping of conscious access (Skora et al., 2020). PP is
therefore well placed to systematically integrate an action component into the
NCC, and thereby to afford an understanding of the key role for action in con-
sciousness, rather than conceiving action as an optional extra to consciousness.

In addition to the three challenges for a systematic NCC, we also identified
two constraints, extracted from theories of consciousness, concerning uncertainty
reduction and top-down signaling.

PP can easily provide a systematic framework for the NCC that identifies uncer-
tainty reduction as a core element. The reason is simple: prediction errorminimiza-
tion, construed as (implicit) minimization of surprisal, is equivalent to uncertainty
reduction over the long-term average. Prediction error minimization happens over
multiple hierarchical, spatiotemporal scales, and through several interlinked pro-
cesses (perceptual and active inference, precision optimization, complexity reduc-
tion); this richness affords some capacity to capture the different styles of uncer-
tainty reduction that various theories of consciousness focus on. Thus PP seems
consistent with the following ideas: that (phenomenal) consciousness correlates
with recurrent processing within perceptual cortices (as opposed to requiring the
contribution of domain-general, higher-order, or ‘executive’ cortices) (cf. Recur-
rent processing theory); that (access) consciousness requires ignition into a more
anterior global workspace, perhaps once a prediction error minimization thresh-
old has been crossed (cf. Global neuronal workspace theory; this leaves an inter-
esting open question for PP as to what determines this threshold, with one option
being that it varies contextually with expected precision); that a conscious expe-
rience is the way it is, and not some other way, in part because of the repertoire
of excluded alternatives (cf. Integrated information theory; though much formal
work still needs to be done to ascertain in which ways uncertainty reduction in PP
and integrated information theory may align); or that metacognitive assessment of
first-order representations requires prefrontal areas (cf. Higher order thought and
Metacognitive theories). Note, we are not claiming that all these theories reduce
to PP. Instead, we argue that several of them are consistent with different aspects
of PP (at least in their theoretical motivation, if not in formal detail), and – further
– that PP’s tools may be useful in broadening the conceptual appeal and empirical
grip of some of these theories.

PP is also well placed to underpin the second constraint: top-down signalling.
This is because most prediction error minimization schemes, such as hierarchical
predictive coding, are cashed out in ways that emphasise top-down message pass-
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ing. It may be that in some (e.g., single celled) PP organisms, there is no straightfor-
ward way to distinguish anything resembling top-down or bottom-up signalling.
But it is reasonably clear that directionally-oriented message passing does occur in
primates and many other animals, and the prevalence of top-down or ‘inside out’
connections in the brain is indeed one of the main motivations for PP in the first
place (e.g., Friston, 2003). While this basic functional architecture is undeniably
prominent, many open questions remain, the resolution of which likely deliver
a more complicated picture. For example, it may be that different message pass-
ing schemes are required for continuous and discrete processing (Friston, Parr, et
al., 2017), and there may be a role for ‘bottom-up predictions’ (Teufel & Fletcher,
2020), perhaps in relation to ‘amortized’ inference in machine learning. From the
perspective of developing a systematic NCC, these questions should be considered
in relation to their relevance for phenomenological properties of consciousness.

In short, we find that PP is an exceptionally promising candidate to satisfy
the systematicity requirement in the search for candidate NCCs. It is a general-
purpose mechanistic framework, which has plausible neurobiological underpin-
nings, and which is well equipped to address significant challenges facing the NCC
project. Moreover, it is able to marry the NCC concept to key considerations in
some prominent theories of consciousness, and its constructs already show poten-
tial in accounting for fundamental aspects of conscious phenomenology. By inter-
preting NCC findings in terms of something that is not itself, in the first instance, a
theory of consciousness, it therefore seems possible to increase the predictive and
explanatory value of the NCC.

Of course, something that has great predictive and explanatory power with re-
spect to x may itself be, or become, a theory of x. And we view it as indeed possible
(even likely) that, in time, some aspects of PP will emerge as a theoretical expla-
nation of consciousness. Thus, PP could eventually supersede current theories of
consciousness. For this to happen, a core challenge will be to distinguish those
aspects of PP that apply particularly to conscious creatures, from those that don’t.
In its broadest and most general formulation, in terms of the free energy princi-
ple (Friston, 2019a), the theory applies to any system in a far-from-equilibrium
steady state, which almost certainly includes non-conscious creatures – indeed
it may apply literally to every thing. The strategy should therefore be to learn
what is special about the way in which prediction error is minimized in creatures
that we are relatively sure are conscious, such as primates (probably all mammals),
and with this understanding to formulate a theory of at least some aspects of con-
sciousness in terms of PP (Wiese, 2018, 2020). There are various possible avenues
here, but to give this prospect some substance, it may be that conscious selfhood
is grounded in control-oriented active inference of physiological homeostasis – a
“beast-machine” theory of consciousness (Seth, 2021; Seth & Tsakiris, 2018). We
return to this theme in the concluding remarks below.
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7 Predictive and explanatory power of PP as a sys-
tematic basis for NCC

Implementation of PP to arrive at a systematic NCC can happen on several fronts,
with much relevant work already underway. We give a flavor of some of this work
below.

At the theoretical level, there are emerging basic formulations of predictive pro-
cessing (or active inference, or the free energy principle, or adjacent or kindred
formulations) directed at consciousness (or sentience, or self) (Carhart-Harris et
al., 2014; Chang et al., 2020; Clark, 2019; Friston, 2018; Friston, Wiese, et al., 2020;
Rudrauf et al., 2017; Williford et al., 2018), including the emergence of the problem
of consciousness itself (Clark et al., 2019), or how PP might supersede, dissolve, or
deflate the ‘hard problem’ of consciousness (Clark, 2019; Seth, 2016, 2021). There
has been a significant amount of research mapping a large set of properties of PP
to many different aspects of conscious phenomenology (Clark, 2015; Hohwy, 2013,
2020a; Seth, 2019). Existing theories of consciousness are being interpreted in the
light of PP, such as Heterophenomenology (Dołęga & Dewhurst, 2020), Global neu-
ronal workspace theory (Hohwy, 2013; Whyte, 2019; Whyte & Smith, 2020), ver-
sions of Higher-order thought theory and Metacognitive theories (Hohwy, 2015;
Sandved Smith et al., 2020), Attention-based theories (Marchi & Hohwy, 2020), and
Integrated information theory (for related discussion, see Kanai et al., 2019).

Moving closer to empirical implementation, PP is increasingly able to speak to
key paradigms in consciousness science, such as binocular rivalry. An early contri-
bution here proposed that if some representational content enters consciousness,
then this content is captured in the perceptual hypothesis that is best at minimiz-
ing prediction error; or, equivalently, for content to be conscious it must be rep-
resented by the posterior with the most evidence (highest probability) (Hohwy et
al., 2008). Note that this is only a starting point since it does not pretend to be a
sufficient condition for consciousness (and even with that caveat, there are some
additional questions about how active inference may contribute to this idea, as
the action challenge highlights; for example, desired or survival-relevant states
might influence the ‘winning’ posterior through increased prior precision (Seth
& Tsakiris, 2018)). The idea that the best perceptual hypothesis determines con-
scious content has been pursued successfully with quantitative predictions and
neuroimagingmethods (Weilnhammer et al., 2017), pointing to involvement of pre-
frontal cortex in the lead-up to perceptual transitions (Weilnhammer et al., 2020).
This position has since been re-visited in the computational model mentioned ear-
lier, which integrates active inference and thereby displays the potential for PP to
see conscious perception in its essential relation to action (Parr et al., 2019).

One aspect of PP that applies across many empirical contexts is the association
of top-down signaling with predictions (or expectations) that enable and shape per-
ceptual content. This sharply defined functional role contrasts with some other
perspectives, like Recurrent processing theory, in which the role of top-down sig-
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naling is left comparatively unspecified. Following early demonstrations that the
integrity of top-down signaling within visual cortex was necessary for conscious
perception of motion (Pascual-Leone & Walsh, 2001), there has been a productive
upsurge in studies of how expectations shape perception, much of which has been
directly inspired by versions of PP (Lange et al., 2018; Summerfield & Egner, 2009).
Behavioural experiments have addressed the simple question of whether we (are
more likely to) consciously see what we expect to see, or what violates our expec-
tations. Pinto and colleagues found evidence using continuous flash suppression
that valid perceptual expectations accelerated conscious access (Pinto et al., 2015);
Melloni and colleagues used a perceptual hysteresis design to show that valid ex-
pectations facilitated conscious perception and altered the latency of event-related
potentials distinguishing seen from unseen stimuli (Melloni et al., 2011); this fo-
cus extends to action, where Yon and colleagues found that action sharpens the
sensory representations of expected outcomes (Yon et al., 2018), and where Suzuki
and colleagues found that valid sensorimotor predictions accelerated breakthrough
of virtual objects from continuous flash suppression (Suzuki et al., 2019; see also
Skora et al., 2020).

A growing number of studies using fMRI have provided evidence for how con-
textual expectations modulate activity in a content specific manner in early visual
areas even in the absence of sensory input to those areas, and have begun unravel-
ing how the interplay of predictions and prediction errors might take place across
distinct laminae of the cortex (Kok et al., 2019; Muckli et al., 2015). In one recent
study, expectations based on word context were found to both increase the per-
ceptual legibility of individual letters, and to sharpen their representations within
early visual cortex (Heilbron et al., 2020). Another study, using MEG, was able
to quantify the time course of the influence of probabilistic top-down priors in
perception (Aru et al., 2016; Dijkstra et al., 2020). A further study systematically
explored the dynamic interactions of predictions for conscious awareness (Meijs
et al., 2018). A number of studies have applied PP to the question of aberrant
conscious perception, for example, in schizophrenia (Cole et al., 2020; Stuke et al.,
2019) and autism (Lawson et al., 2017; Skewes et al., 2015).

An important question in consciousness science is the relation between con-
sciousness and attention. Theories of the Attention-based type suggest a tight
relation (Graziano et al., 2020; Prinz, 2012), while some theoretical and empirical
considerations suggest that consciousness and (at least top-down) attention can
be dissociated (Koch & Tsuchiya, 2007). PP seems able to provide a middle ground
allowing a tight connection between attention and consciousness together with el-
ements of dissociation, via the multifaceted involvement of precision optimisation
(Hohwy, 2012). As mentioned, PP sees attention as precision optimisation, which
is required for any perceptual and active inference in a changingworld. Thismeans
that any processing leading to any conscious perception must include attention, at
least in this PP-sense, to some degree.

Methodologically, PP has inspired studies of attention and expectation treated
as orthogonal factors. For example, one influential study used PP to derive hy-
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potheses about interactions between attention and expectation, and explored how
these interactions would manifest for conscious perception at low visual process-
ing areas of the brain (V1); (Kok et al., 2012). Dual-task paradigms can also be used
to dissociate the effects of expectation from those of attention (e.g., Sherman et al.,
2015, in a study connecting prior expectations to metacognition). Recent studies
using frequency tagging in EEG have sought to use PP to disentangle the top-down
and bottom-up pathways for expectation and attention (Gordon et al., 2019).

There is increasing focus onMetacognitive approaches to consciousness. There
is a clear sense in which PP involves a certain kind of metacognition, namely in
terms of higher-level expected precisions. That is, the PP system is constantly
‘looking down’ at its own representations seeking to learn how their precisions
(and more generally their sufficient statistics) change over time. Many questions
are still open about how this general PP element can speak to the role of different
kinds of metacognition in consciousness (for deployment of active inference to
metacognition, see Sandved Smith et al., 2020). An outstanding challenge here
will be to formally integrate the framework of signal detection theory, in which
most theories of metacognition are articulated (e.g., Barrett et al., 2013) with PP
(see, e.g., FitzGerald et al., 2014; Fleming, 2020).

As we look briefly to more subtle aspects of conscious experience, PP is surpris-
ingly resourceful. Conscious perception combines both invariant and variant ele-
ments, and is mostly accompanied by a sense of presence of the perceived objects
and properties; this may be accounted for by the way states of affairs are repre-
sented throughout the cortical hierarchy, which exhibits a gradient from variance
to invariance (Clark, 2015; Felleman & Essen, 1991; Hohwy, 2013), which appears
to underwrite perceptual stability in the visual cortex (Podvalny et al., 2017). A fur-
ther contributor to presence could be the ability, in some PP systems, for counter-
factual prediction error minimization (Seth, 2014) allowing representational access
to occluded properties. Since PP applies equally to body-related perceptual infer-
ence (e.g., inference on the causes of proprioceptive and interoceptive signals), it
is able to address issues about bodily self-awareness (Allen et al., 2019; Seth, 2013).
The role of action for self-representation is also being explored with PP; in partic-
ular, sensory attenuation (manifested, e.g., in our inability to tickle ourselves) in
action has received a new explanation in terms of precision optimization (Brown
et al., 2013; Van Doorn et al., 2015; Vasser et al., 2019).

This overall approach to self-related inference may be extended to models of
the philosophically recalcitrant topic of the self (Apps & Tsakiris, 2014; Hohwy
& Michael, 2017; Limanowski & Blankenburg, 2013); two recent collections have
several relevant PP contributions on this topic (Milliere &Metzinger, 2020; Tsakiris
& Preester, 2018). Indeed, ambitious applications of PP have begun to account for
the subjective experiences of embodied selfhood as arising from active inference of
interoceptive states, where such inference is motivated by the control or regulation
of the hidden causes of these states rather than by their accurate representation
(Seth, 2015b, 2015a; Wiese, 2015). These ideas call on early cybernetic formulations
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of predictive regulation of essential variables, like those of Ross Ashby (Ashby,
1954), which provide an alternative context for the free energy principle.

It is worth sounding a note of caution about interpreting evidence for (espe-
cially) altered experiences of embodiment in terms of Bayesian inference on body-
related sensory signals. For example, a recent study by Lush and colleagues has re-
vealed a link between subjective reports of illusory ownership in the well-known
‘rubber hand illusion’ (RHI) and hypnotic suggestion (Lush et al., 2020). In this
study, individual differences in the strength of the RHI correlated tightly with in-
dividual differences in hypnotic suggestibility (which the authors refer to as trait
‘phenomenological control’). This result raises the possibility that reported experi-
ences of embodiment of the RHImay be due, at least in part, to implicit imaginative
suggestions arising from the experimental context, putting pressure on accounts
of the RHI that are based primarily on multisensory integration. However, the PP
view offers a potential solution to this confound too, by considering suggestion
effects as top-down expectations of a distinctive kind (see, for example, Martin &
Pacherie, 2019).

As a final example, the sense of the present as temporally extended may be
explained by PP-like internal simulation (Grush, 2006); the sense of temporal flow
of conscious experience – how one moment passes seamlessly into the next even
when nothingmuch happens in the environment –may be explained by the dynam-
ics of hierarchical Bayes that encode expected change in the environment (Hohwy
et al., 2016; Sherman et al., 2020; Vogel et al., 2020, 2019); this process may in turn
relate to the alternation of percepts in binocular rivalry, as discussed above.

In summary, then, PP is already able to cash out significant predictive and ex-
planatory value for the study of consciousness. This supports the proposal that
PP is an excellent candidate for providing the foundational framework for a sys-
tematic NCC. It also encourages the prospect that, eventually, aspects of PP may
themselves coalesce into a theory of consciousness in its own right.

8 Challenges and concluding remarks
We have proposed that the science of consciousness can move toward a more ex-
planatory and predictive conception of the NCC by capitalising on the predictive
processing (PP) framework. PP holds unique promise for addressing challenges
that a successful NCC strategy must overcome, and for linking candidate NCCs
to key theoretical constraints shared among several prominent theories of con-
sciousness. We are not aware of any other theoretical framework with this kind
of potential for moving toward a systematic NCC.

Several areas of theoretical and empirical research are already demonstrating
the potential of PP as such a basis for a systematic, rather than arbitrary, NCC.
Full exploitation of this potential will be facilitated by focused efforts to draw on
the PP framework when formulating and testing for candidate NCCs. Altogether,
this approach will deliver significantly enhanced predictive and explanatory value
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for the NCC program, as well as for the science of consciousness at large. In the
end, this approach may also change the extent to which the hard problem of con-
sciousness is still seen, by some, as a fundamental limit on a materialist science of
consciousness.

In this discussion we have focused on the promising explanatory and unifi-
catory aspects of PP. However, PP, although increasingly pervasive, is certainly
not universally accepted and there are conflicting findings and perspectives, driv-
ing ongoing debate (e.g., Alilović et al., 2019; Cao, 2020; Li & Ma, 2020; Litwin &
Miłkowski, 2020; Rahnev & Denison, 2018). For example, one recurring challenge
to PP is that worry that an imperative to minimize sensory prediction errors will
lead to agents that do nothing at all – the so-called ‘dark room problem’ (Friston
et al., 2012; Sun & Firestone, 2020a, 2020b). However, this challenge has already
been effectively addressed by extensions of PP that consider the minimization of
expected future prediction error, rather than just prediction error in the here and
now (Hohwy, 2020b; Seth et al., 2020; Van de Cruys et al., 2020). Overall, PP as
a framework continues to evolve, with new formal and modelling approaches ap-
pearing at a steady pace, some of which are yet to find its way into the broader
debates about PP (Friston, Parr, et al., 2017; Friston, Da Costa, et al., 2020).

These new approaches will plausibly help generate robust experimental results,
and could also enable closer links between neural substrates and conscious phe-
nomenology. We believe the incorporation of active inference into consciousness
science will be one major step in this revision, and that an increased focus on inte-
roceptive inference will bring us closer to conscious phenomenology, especially in
relation to affect, emotion, and self (Seth, 2021). Likewise, it will be important to
gain clarity on the distinction between continuous and discrete predictive process-
ing, both in order to reveal neural substrates and message passing and to begin
exploring the phenomenology of thinking and (propositional) reasoning.

A foundational challenge to PP is the question whether the brain is actually
engaged in approximate Bayesian inference, or whether this is just an attractive
framework within which to interpret behavior and brain dynamics. This relates
to the question whether organisms have explicit internal models, implementing
PP processes, or whether their body plant in a more abstract sense embodies an
implicit model. The answers to these questions will help determine how PP can
underwrite the search for NCCs, and in what sense it will be of explanatory and
predictive value to do so. These answers might also afford an opportunity to be-
gin addressing a related challenge, namely why and how PP should underpin con-
sciousness at all, if it is so general that it literally underpins every organism’s exis-
tence – including those that are not conscious (e.g., viruses)? A first approach to
this challenge would be to acknowledge that even if PP (in its free energy formula-
tion) is indeed of maximal scope, the process theories under PP apply to particular
kinds of systems and thereby allow for differences in the way PP is implemented.
Such differences could in principle speak to the distinction between conscious and
non-conscious creatures. In addition to the distinction between explicit and im-
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plicit generative models, a further useful distinction could be between creatures
with and without a capacity for explicit counterfactual modelling of expected pre-
diction error, or with and without temporally deep generative models (Friston,
2017). Such differences may potentially also account for differences in global con-
scious states in conscious creatures – such as the difference between anaesthesia
and normal wakefulness in humans.

It remains to be seen if developments in these respects will help address im-
portant clinical and ethical issues for individuals and creatures at the edges of con-
sciousness, such as disorders of consciousness, infants, and non-verbal animals. It
also remains to be seen if the accumulation of these PP-driven advances in con-
sciousness science will eventually lead to meaningful inroads on the hard problem
of consciousness, or onto the meta-problem of why many people are convinced
that there is a hard problem of consciousness (Chalmers, 2018). It is precisely be-
cause PP is not itself a theory of consciousness that it holds unique promise for
shedding new light on these perennially intractable issues.
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