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Abstract 

Multimedia Content Delivery Networks is used to 

distribute multimedia contents from orig in server to many 

replica servers, which can reduce the loads and can im-

prove the availability. The client request must be redi-

rected to the most appropriate one among these replica 

servers. In this paper, we proposed Ant Colony Optimiza-

tion (ACO) based routing algorithm to solve this problem. 

The ants in ACO-based routing algorithm will release 

pheromone when they go through the path. The routing 

decision is based on the cumulat ive pheromone of the path. 

The ACO-based routing algorithm not only can find the 

most appropriate path but also can suit for dynamic to-

pology. When the topology changes frequently, the 

ACO-based routing algorithm will always find a opti-

mized path. The simulation results show that the 

ACO-based routing algorithm can achieve higher perfor-

mance than the other mechanisms . 

Keywords: content delivery network, ant colony optimi-

zation 

1. Introduction 

Recently, the streaming mult imedia contents play an 

important role in the Internet. The popular  multimedia web 

sites, such as YouTube, have millions of multimedia 

contents could be accessible from the Internet. These web 

sites usually do not put all the multimedia contents in a 

single server or a single p lace to serve the clients. Instead, 

they distributed these multimedia contents into some rep-

lica servers in other places around the world. In this kind  of 

network arch itecture, the loading of the single server can 

be shared by other servers. The architecture is also known 

as Content Delivery Networks (CDN) architecture. The 

CDN arch itecture distributes the multimedia contents from 

the origin server to many replica servers, which can reduce 

the loading and can improve the availab ility. When a client 

issues a request to specific multimedia content, the CDN 

architecture will red irect this request to the most appro-

priate replica server. Then this replica server serves the 

client request instead of the origin server, which can 

achieve better performance in the CDN networks. The 

bandwidth usage can be min imized, the CPU loading of 

servers can be reduced, and the connection number of 

specific link can be decreased. In  other words, the CDN 

architecture is especially suitable for multimedia content 

distribution and can reduce the user perceive latency. 

The CDN architecture consists of several parts: origin 

server, replica servers, accounting system, distribution 

system, and request routing system [1-6]. The distribution 

system is used to distribute the mult imedia contents from 

origin  server to other replica servers. The accounting sys-

tem is in charge of the usage of mult imedia contents. In 

this paper, our focus is on the request routing system. The 

request routing system [7] includes two sub-system, server 

location system and request routing system. The server 

location sub-system is used to find the most appropriate 

replica server. When there are several replica servers 

contain the requested mult imedia content, how to find the 

most appropriate server is the challenge of server location 

sub-system. Once the most appropriate rep lica server is 

determined, how to redirect the client request to this rep-

lica server is another challenge of request routing 

sub-system.  

In this paper, we will use Ant Colony Optimization 

based Routing Algorithm (ARA) to solve the request 

routing problem. In the server location sub-system, the 

most appropriate replica server can be located according to 

the Pheromone. The more Pheromone the path contains, 

the better replica server can be determined. In the request 

routing sub-system, when the client passes through a spe-

cific path, the Pheromone will be retained in this path. All 

the Pheromone will be accumulated in this path. Based on 

this ARA algorithm, the most appropriate replica server 

will always be selected when the path contains more and 

more Pheromone.   

The ARA algorithm not only can find the best path but 

also can adapt with the dynamic routing environment. 

When the network topology changes or the link congests 

frequently, the ARA algorithm can dynamically adjust its 

routing policy based on the amount of pheromone. The 

ARA algorithm sends a lot of packets as artificial ants to 

each replica server and stores the amount of pheromone 

for each path. The routing is decided by the pheromone 

function and a random value to generate a probability 

value. The replica servers send back the artificial ants with 

their own status. When the artificial ants go back to the 

origin server, the status information of each replica server 

will be updated. In the streaming mult imedia CDN archi-

tecture, when a client connects to a replica server and 

streams a multimedia content, the bandwidth of the path, 

the loading of the server and the connection number of the 

server will be changed. If the capacity, such as bandwidth 

availability, cannot afford to the client request, the ARA 

algorithm will automatically chose another path to find out 

the other appropriate rep lica server. Therefore, the ARA 

algorithm can enhance the accuracy of server locate and 

can improve the availability of servers. 

This paper is organized as follows. We will introduce 

the CDN architecture in Sect ion 2 and introduce the ACO 

in Section 3. The ARA algorithm will be described in 

Section 4. Our proposed method will be introduced in 

Section 5. The simulation results are shown in Section 6. 

Section 7 is the conclusions . 
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2. CDN Architecture 

The CDN network is a content caching mechanism with 

low cost and high reliability. It can increase the efficiency of 

data transmission and reduce the loading of the origin server. 

The CDN can also provide service to clients around the world. 

The client request is served by the closest replica server which 

contains the requested multimedia contents. In general, the 

architecture of CDN consists of several parts, including client, 

replica servers, origin server, accounting system, distribution 

system and request routing system. The system architecture of 

CDN is shown in Fig. 1. 

 
Fig. 1 The CDN system architecture 

The request routing system has two important functions, 

server location and request routing. The function of server 

location is to determine the most appropriate replica server 

after receiving a request from client. The most appropriate 

replica server must have enough ability to serve the client and 

must have the multimedia content the client request. There are 

two mechanisms to obtain the capacity of the server [8]. One is 

server push mechanism [9, 10], which is an active way to col-

lect the capacity of the server. The replica servers send their 

server capacities to the agent that manages all replica servers at 

a regular interval. The agents will summarize all the capacities 

and store them to the database. The other method is agent 

probe [11], which is a passive mechanism that an agent uses to 

query the capacities of servers at regular interval.  

The processes of CDN include several steps. Figure 2 

shows the procedures which is described as follows. 

Step 1: The orig in server sends an entry of multimedia 

content information to CDN by request routing 

system. 

Step 2: The origin server t ransfers the multimedia content 

to distribution system. Then the distribution sys-

tem decides which replica servers will store mu l-

timedia content.  

Step 3: The distribution system transfers the multimedia 

content to the replica servers. 

Step 4: The client sends a request to the request routing 

system.  

Step 5: The request routing system determines the suitable 

replica server, and redirects the request to the 

specific replica server. 

Step 6: The replica server makes a connection to the client 

and starts the streaming service. 

The design requirements and design constraints are sum-

marized based on the characteristics of the mechanism. 

2.1. Design Requirements 

(1) It has one degree of freedom, and therefore it has one input. 

(2) It is a planar mechanism with four links or more. 

(3) It has at least one cam pair to generate a non-uniform out-

put speed. 

(4) It has at least one gear pair to change the uniform output 

speed. 

(5) It has a ground link to support or constrain other links. 

(6) It has one output link. 

Request Routing System

Orgin ServerClient
Replica 

Server

Distribution 

System

1
3

236

5
4

 
Fig. 2 The CDN operation processes  

3. ACO Algorithm 

The ACO is a swarm intelligent algorithm [12] that simu-

lates the processes of ants exploring environment and foraging 

for food. It is used to solve the optimization problem of static 

allocation. This algorithm was proposed by M. Dorigo in 

1992[13].  

The ACO uses the pheromone between ants to communi-

cate with each other. When ants reach a node, this refers to that 

the pheromone level of the node is more than the other node. 

The node contains higher pheromone level; the ants have 

higher probability to select it. The ACO uses the feature of 

positive feedback [14] to solve the optimization problem. It 

also uses a random function to make the result variable. The 

characteristics of ACO algorithm includes: (1) Ants tend to 

choose the path with higher pheromones. (2) For shorter paths, 

the pheromones cumulative speed is  more quickly. (3) Ants 

communicate with each other indirect by release and stack the 

pheromones. 
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Fig 3. The searching graph of ACO 
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Figure 3 shows the searching graph of ACO. There are m 

stages from the nest of ants to destination. Each stage will 

choose a value from n values by the pheromone function. The 

pheromone function will refer to the result of previous itera-

tions and a random value to compute a probability value and 

decide the result of stage. After several iterations, the processes 

output a set of results with m values. 

4. ACO Routing Algorithm 

The ant colony optimization routing algorithm (ARA) [15] 

is an enhanced algorithm from the ant colony optimization 

algorithm used for routing process. Assume that the source 

node is treated as the nest of ants, and the destination node is 

treated as the food. 
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Fig 4. The example of network topology 

The simple network topology is shown in  Fig. 4. In this 

example, we assume that node 1 is the nest of the ants and 

node 5 is the destination node. The ARA algorithm is the 

processes of how the ants find the path from nest to des-

tination. For instance, when an ant goes from node 1 to 

node 3, the pheromone in this link will be updated. If more 

ants pass through the link, then higher pheromone level 

will be accumulated on this link. As a result, more ants will 

select this link as the most appropriate link. Table 1 shows 

an example of the pheromone level for node 3. Each node 

maintains a table o f pheromone level to the destination 

nodes. This is also known as the routing table. In the 

routing table of node 3, if the destination is node 2, there 

are three neighbors which are node 1, node 4, and node 5. 

The pheromone levels for these three neighbors are 0.4, 

0.5, and 0.3. When the ant wants to select next node, it will 

choose the node with highest pheromone level as the next 

node. In this example, it is node 4. 

Table 1 The pheromone table of node 3 

 Neighbor Node 

D
e
st

in
a
ti

o
n

 

N
o

d
e
 

 1 4 5 

1 0.5 0.3 0.2 

2 0.4 0.5 0.3 

4 0.2 0.5 0.3 

5 0.2 0.3 0.5 

5. Proposed Method 

This paper is focused on the ACO-based routing algo-

rithm for multimedia CDN network. The major objective 

is to enhance the accuracy of server location and to reduce 

the computation time in route decision. This algorithm 

also can solve the redirection failu re problem when the 

network is congested [16]. In CDN network, the request 

routing system is to select the most appropriate replica 

server and to redirect this client request to the replica 

server. Assume that the replica server is chosen, but during 

the redirection process, the client cannot connect to the 

replica server. We call this kind of situation as the redi-

rection failure. 

We use the positive feedback from ARA algorithm to 

enhance the accuracy of server location calculation, and 

ARA algorithm maintains the updated data to increase the 

availability of servers. The process of ARA algorithm 

includes six components [17-19]. Figure 5 shows the flow 

diagram of our proposed method. The processes are Con-

struction of the Network Topology, Initializat ion, Tour 

Construction, Data response and Pheromone Update. 
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Fig. 5 The Flow Diagram of Propose Method 

The first step is to construct the network topology. 

Before executing the ARA algorithm, the network topol-

ogy, denote as G (n,e), must be constructed, where n is the 

set of nodes including origin server and replica servers, 

and  e is the set of links between each node. 

After the step of network topology construction, each 

node must be initialized. That is, setting the initial phero-

mone levels and weights on each node. The initial phero-

mone levels and weights are determined by the management 

policy and corresponding situation. Before this process, the 

ARA algorithm sends lots of ants to construct the tours and 

to cumulate the pheromone level on each node. These ants 

select the forwarding path randomly. The ARA algorithm 

uses the pheromone level and random value to generate a 

probability value. When these ants select the next nodes, 

each node will update its own pheromone table. The 

pheromone table records the pheromone level of each link 

that connects to this node. When these ants pass through a 

node and select a link, the pheromone level of this link will 

be updated and stored into the pheromone table. However, 

the pheromone level will count to infinite, so the pheromone 

levels are decreased over time. When an ant reaches to the 

replica server, the replica server will send back an ant to the 

origin server. The back ant carries the current status infor-

mation of the replica server. The back path is decided by the 

pheromone level so that this  ant passes through the router 

directly, no calculation are needed. When the back ants 

reach to the origin server, the origin server updates the 

information what they carry. To keep the information 

newest, our proposed algorithm will be run every few mi-

nute. 
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The pheromone is the most important mechanism in 

ant colony optimizat ion algorithm. It allows the ants able 

to communicate with each other while they arrive in d if-

ferent time. The prior ants store the results in nodes, and 

the posterior ants consult the results to make decision. In 

the beginning of algorithm execut ion, the distribution of 

pheromone is scattered. After some iterat ion, the better 

path has more pheromone and the pheromone will con-

tinually increase. When pheromone level in a path is high 

enough, almost all ants will select this path and this path is 

become primary path. In this time, we call that the network 

is converged. Although almost all ants select the primary 

path, there are still some ants selecting the different path 

because the primary path cannot be sure that it is always 

being the best. These ants try another path and find other 

feasible path as alternative path. When the primary path is 

more and more congested, the alternate path will replace 

the primary path. If a node or path failed, the pheromone is 

reset to zero  immediately. This means that no ants can go 

through this path.  Therefore, the ARA algorithm can 

adapt to topology change in a short time. 

6. Simulation Results 

The network topology used in our simulation is shown 

in Fig. 6. In this topology, one origin server, five replica 

servers and four routers are included. The replica servers 

contain some mult imedia contents. In this simulation, we 

duplicate the mult imedia contents to replica server ran-

domly. The bandwidth between routers and replica servers 

is 100Mbps, the bandwidth between routers is 1Gbps, and 

the bandwidth between origin server and router is 

100Mbps. The bit rate and service t ime for multimedia 

contents is shown in Table 2. For example, the bit  rate 

(transmission rate) of Content2 is 768Kbps and the service 

time (content length) is 700 seconds. The orig in server 

sends 20 ants to each replica server every 5 minutes. The 

update informat ion for each replica server includes a 

timestamp field. When these ants come back from replica 

server to origin server, the origin server will update the 

newest data by the timestamp field. To avoid routing loop, 

the ant visits all nodes will be dropped. To keep the better 

path with higher pheromone level, and to ensure another 

path with lower pheromone level, when an ant passes a 

node, it will increase 2 pheromone levels and decrease 1 

pheromone every 30 second. The client request is distrib-

uted by Erlangs distribution. The 10% Erlangs means that 

the packet loss is 10%. Each kind of network load is tested 

10 t imes and the execution time for each test is 10 minutes . 
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Fig 6. The simulation network topology 

Table 2 The information of multimedia contents  
 Bit Rate (Kbps) Service Time (Second) 

Content 1 1024 400 

Content 2 768 700 

Content 3 1024 800 

Content 4 512 300 

Content 5 768 200 

We use SMPL simulation tool in this simulation.  

SMPL is a set of C language functions. The hit rates of 

redirection with different schemes are compared in Fig. 7. 

We compare our proposed ARA algorithm with other two 

methods, routing table polling and network probing. The 

results show that our proposed ARA algorithm has better 

performance in a congested and dynamic network. 

 
Fig. 7 Comparison of redirection hit rate 

7. Conclusion 

In this paper, we propose an ACO-based routing al-

gorithm for multimedia CDN network to enhance the 

accuracy of server location and the availability of CDN 

network. In this algorithm, numerous artificial ants are 

sent to replica servers. The status information of replica 

servers is then sent back to the origin server to build a 

database for request routing system. We also propose a 

pheromone function for ants to select the next node in each 

decision. The ACO-based routing algorithm also has the 

ability for load balancing that will reduce the overall drop 

rate. Our simulation results show that the algorithm can 

work in a congested network or dynamic network 
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