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Abstract 
This paper presents the construction of a battery state of charge (SOC) prediction model and the optimization method of the 

said model to appropriately control the number of parameters in compliance with the SOC as the battery output objectives. 

Research Centre for Electrical Power and Mechatronics, Indonesian Institute of Sciences has tested its electric vehicle research 

prototype on the road, monitoring its voltage, current, temperature, time, vehicle velocity, motor speed, and SOC during the 

operation. Using this experimental data, the prediction model of battery SOC was built. Stepwise method considering 

multicollinearity was able to efficiently develops the battery prediction model that describes the multiple control parameters in 

relation to the characteristic values such as SOC. It was demonstrated that particle swarm optimization (PSO) succesfully and 

efficiently calculated optimal control parameters to optimize evaluation item such as SOC based on the model. 
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I. INTRODUCTION 
Rising crude oil price and worldwide 

awareness of environmental issues have resulted 

in increased development of energy storage 

systems and electric vehicle (EV), which are 

essential for energy saving and environment 

protection [1]. Batteries get widely used in the 

electric car or hybrid power system. State of 

charge (SOC) estimation is a fundamental 

challenge for battery use. The SOC of a battery, 

which is used to describe its remaining capacity, 

is a very important parameter for a control 

strategy [2]. There are several methods to 

estimate battery SOC. 

In this paper, direct measurement is used to 

estimate the battery SOC. Direct measurement 

method refers to some physical battery properties 

like terminal voltage, current, and temperature. 

There are two kinds of direct measurement 

methods which are open circuit voltage and 

terminal voltage. Open circuit voltage method is 

a method where voltage is not connected to any 

load in a circuit. 

This voltage has a linear relationship to the 

SOC but this condition only occurs on lead-acid 

battery [3]. Because the relation between open 

circuit voltage and SOC differs among batteries 

there is a problem in this relationship. To 

estimate SOC accurately, it should be measured 

with terminal voltage method. 

Terminal voltage method is based on the 

terminal voltage drops from internal impedances 

when the battery is discharging, so the 

electromotive force (EMF) of battery is 

proportional to the terminal voltage. Since the 

EMF of battery is approximately proportionally 

linear to the SOC, the terminal voltage of battery 

is also approximately linear proportional to the 

SOC [4]. The terminal voltage method has been 

employed at different discharge currents and 

temperatures [4].  

In this paper direct measurement was done 

using terminal voltage method. The advantages 

of this method are: it can be applied to any 

battery type with any discharger current profile, it 
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offers low complexity of the algorithm, and it can 

be used as a real-time electro-analysis tool for 

battery diagnosis [5].  

Although some physical battery properties as 

control parameters were used to estimate the 

battery SOC, a method which improves the 

performance of battery is required. This paper 

presents a construction of a battery SOC 

prediction model and an optimization method of 

the model to control the number of control 

parameters appropriately in accordance with the 

SOC as the battery output objectives.  

SOC is an important parameter for estimating 

residual capacity of the battery. An accurate SOC 

estimation can enhance the performance of the 

battery and increase the security of the electric 

vehicle. Stepwise method considering 

multicollinearity was applied to construct the 

polynomial battery model that describes the 

multiple control parameters in relation to the 

characteristic values such as SOC. 

In order to improve the performance of 

battery, particle swarm optimization (PSO) was 

applied in this prediction model. PSO was 

applied to calculate optimal battery control 

parameters and optimize evaluation item such as 

SOC based on the model. 

 

II. CONSTRUCTION OF THE MODEL 

USING STEPWISE METHOD 

 
A. Stepwise Method 

Some battery properties can be used to 

estimate the value of the battery SOC. However, 

a new method is needed in order to improve the 

efficiency and performance of the battery. The 

better the estimation of SOC the higher the 

battery performance will be. One method which 

can be used to estimate the SOC battery is 

stepwise method. In this study, stepwise method 

considering multicollinearity was applied to build 

battery SOC model. 

To enable the construction of a good 

mathematical model, stepwise method employs 

the addition and subtraction of variables taken 

from a multi linear model considering their 

importance level in regression [6]. 

This method uses statistical method to remove 

the pleonastic variables. In this research, good 

model was obtained using a method that enables 

less variable inputs and less computation. This 

method actually can choose the most significant 

variables to be incorporated in model 

construction.  

Stepwise method is a combination of 

backward elimination and forward selection. 

Backward elimination method works by issuing 

one by one independent variable that is not 

significant and carrying it out continuously until 

no insignificant variables left. On the contrary, 

forward selection method starts from zero 

variables (empty model), then one by one 

variable input is added until certain criteria are 

met. 

The first variable inputted in stepwise method 

is one that has the highest correlation and 

significance. Variables entered next is one with 

the highest partial correlation and still significant. 

After certain variables entered into the model, 

other variables in the model are evaluated. If 

there is a variable that is not significant, the 

variable will be removed. 

 

B. Construction of Mathematical Model 

Based on the experiment data 1x - 7x  as 

control parameters (input) and 1y  that represents 

the characteristic value of the optimization 

objective (output), the mathematical model was 

built using stepwise method. This model 

represents the value of a response variable as a 

multilinear function of one or more independent 

variables in 1
st
 order and 2

nd
 order: 
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where 𝑦𝑖  is response variable in observation x , 

o  is coefficient constant, i is coefficient of the

ix  variable, ij  is coefficient of the ix  and jx  

variable, ii  is coefficient of the 2
nd

 order ix  

variable, p  is total number of variables, and ie  is 

error term. The model in equation (1) was 

estimated by least squares method, which yields 

parameters estimate such that the sum of squares 

of errors is minimized. In order to select a clause 

effectively in presumption, one explaining 

variable redefines about all the 2
nd

 order 

respectively. For example, 1u  redefines 2
1x  and 

2u  redefines 21xx . Thus, the polynomial model 

selects the combination of an explaining variable 

effectively in presumption to be constituted by 

the stepwise method afterward. The resulting 

prediction equation is: 
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where the variables are defined as in Equation (1) 

except that “^” denotes estimated values. The 

error term in equation (1) is unknown because the 
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true model is unknown. Once the model has been 

estimated, the regression residuals are defined as: 

iii yye ˆˆ   (3) 

where iy  is the observed value of response in 

observations i  and iŷ  is the predicted value of 

response in observation i . 

Then, the sum of squared residuals (SSE) 

equation is: 
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where n  is the number of observations. The sum 

of squared regression (SSR) equation is: 
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where iy  is the mean of the iy  values. The sum 

of squared total (SST) equation is: 
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where F  is the statistic value. The correlation 

coefficient R  indicates the matching level of the 

calculation data by the regression equation and 

the original data, the result is better when R  is 

closer to 1. Statistic values indicate the 

significance of the regression equation, whose 

values comply F  distribution. 

 

C. Multicollinearity 

The procedure of the stepwise method 

generally has three steps. First, an initial 

regression model is determined. Second, the 

procedure is repeated until produces a good 

model by adding and removing the corresponding 

variable in accordance with the F -test [7]. Third, 

the search is stopped when the response variables 

that meet the stepping criterion are no longer 

exist, or when the step of iteration has reached a 

specified maximum number. The flowchart of the 

stepwise method is shown in Figure 1. 

Stepwise is one method to solve a case of 

multicollinearity, a condition where there is a 

strong correlation between independent variables. 

Multicollinearity does not cancel the model in 

terms that the estimation value of the equation 

may still be good as long as the estimations are 

based on combinations of independent variables 

within the same multivariate space used to 

calibrate the equation. 

One of negative effects of multicollinearity is 

the values of the individual regression 

coefficients may change radically by adding or 

removing independent variable in the equation. 

The variance inflation factor (VIF) is a statistic 

factor used to identify multicollinearity case in a 

matrix of independent variables [8]. It is used to 

mention the effect of multicollinearity on the 

variance of estimated regression coefficients. 

Multicollinearity depends not only on the 

bivariate correlation between pairs of 

independent variable, but also on the multivariate 

predictability of any one variable from other 

variables. Finally, the VIF is based on the 

multiple correlation coefficients of each variable 

in multivariate regression on all the other 

variables: 

21

1

R
VIF


  (9) 

 

III. PARTICLE SWARM OPTIMIZATION 
 

A. Particle Swarm Optimization Technique 

The battery SOC prediction model which was 

built by stepwise method was not optimized yet. 

In this paper, PSO was applied to the prediction 

model to calculate optimal battery control 

parameters and optimize SOC based on the 

model. 

PSO is one of the optimization methods 

inspired by the behavior of herd animals such as 

fish movement (school of fish), herbivore 

animals (herd), and birds (flock) where each 

animal object is simplified into a particle. A 

particle in space has a position that is encoded as 

a vector coordinates. This position vector is 

considered as a state of being occupied by a 

particle in the search space. Each position in the 

search space is an alternative solution that can be 

evaluated using the objective function. Each 

particle moves with a specific velocity. 

The PSO characteristic is the particle velocity 

regulated heuristically and probabilistically. If a 

particle has a constant speed then the position of 

a particle visualized trail will form a straight line. 

With the external factors that distort the line 

which moves the particle in the search space it is 

expected that the particles can lead, approach, 

and ultimately achieve optimal point. 

External factors mean, among others, the best 

position ever visited by the particle, the best 

position throughout the particles (each particle is 

assumed to know the best position of every other 

particles), and the factor of creativity to explore. 
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First described by James Kennedy and Russell 

C. Eberhart in 1995 [9], PSO is similar to the 

genetic algorithm (GA), since it randomly 

generates a population of solutions. However, 

PSO still differs from GA in three aspects. First, 

it randomly initializes velocities for the first loop. 

Second, solutions are named as “particles” which 

are restricted with a search space [10]. The search 

 

Figure 1. Model-building procedure of stepwise regression (Adopted from [11]) 
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points are known as particles, indicated as 

particles positions and velocities with certain 

dimensions. Third, a particle regulates its 

velocity according to the best position of its own 

experience and the global best position of all 

particles in each iteration [12, 13]. 

 

B. The Basic Algorithm of PSO 

Here is the analogy of PSO mimicking animal 

herd: a random group of birds looking for food in 

an area. In this area, there is only a piece of food 

that will be searched. In each iteration of PSO, 

the whole group of birds does not know where 

the food is but they know the food distance. So, 

what is the best strategy to find this food? One 

effective way to find this food is by following the 

bird closer to the food [14]. 

PSO algorithm has two main operators: 

velocity update and position update. The 

procedure of PSO algorithm is as follows: first, 

define a set of random particles N (each particle 

represents a possible solution to the optimization 

problem). Second, establish the position of each 

particle j in iteration i   iX j  and the velocity of 

each particle   iV j . Third, calculate the value of 

each particle objective function f   iX j  based 

on formula and model that have been determined 

in accordance with the optimization problem. 

Fourth, for each particle, compare the value of 

objective function f   iX j  with the best value 

has been achieved jbestP , (local best) if f   iX j <

jbestP ,  then jbestP ,  will be replaced with f   iX j . 

Fifth, for each particle, compare the value of 

objective function f   iX j  with the best value 

achieved in the population bestG (global best). If 

f   iX j < bestG , to bestG , then replace bestG  with 

f   iX j . Sixth, based on the similarities in step 

4 and 5, velocity   ijV  and the position of the 

particle   iX j  will change. The formula of 

velocity change is   ijV : 

      

   NjiXGrc

iXPrciwViV

jbest

jjbestjj

,...,2,1;1

11

22

,11




 (10) 

where w is called the inertia weight; this value is 

usually a linear decreasing value from 0.9 to 0.4. 

The acceleration constants 1c  and 2c  are the 

cognitive (individual) and social (group) learning 

rates respectively, and 1r  and 2r  are uniformly 

distributed random numbers in the range 0 and 1. 

The parameters 1c  and 2c  denote the relative 

importance of the memory (position) of the 

particle itself to the memory (position) of the 

swarm. The values of 1c  and 2c  are usually 

assumed to be two so that 11rc  and 22rc  ensure 

that the particles would overfly the target about 

half of the time. The formula of position change 

is   ijX : 

      NjiViXiX jjj ,...,2,1;1   (11) 

Finally, check the convergence of the final 

condition. If the final condition of all particles 

position has been converged (the maximum 

iteration or looping value has reached the 

optimum value) then the iteration stops. If this 

condition is not reached then step 3 is repeated. 

 

IV. EXPERIMENT 
Research Centre for Electrical Power and 

Mechatronics has built test vehicle which is able 

to monitor several parameters like voltage, 

current, velocity, temperature, and SOC [15]. The 

monitored data will be stored and displayed on 

board computer. Components layout and graphic 

user interface (GUI) are shown in Figure 2 and 3. 

The control parameters are set in Table 1 and 

the optimization objectives are listed in Table 2. 

The number of experiment data used to create the 

model is 202 data and number of experiment data 

used to test the model is 60 data. 

 

Figure 2. Components layout 

 

Figure 3. GUI from onboard computer 
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V. RESULT AND DISCUSSION 
 

A. Prediction and Experiment Result of SOC 

Model 

The results of the predicted value and 

experiment value of SOC employing stepwise 

method without multicollinearity and using 

multicollinearity are shown in Figure 4 and 5. 

In Figure 4, the dotted line is experiment 

value and solid line is predicted value. The 

multiple correlation coefficient is 0.99752 but 

this model uses 35 variables and F  value is 

951.0478. The polynomial model of SOC 

constructed by stepwise method without 

multicollinearity is: 

2
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 (12) 

In Figure 5, the multiple correlation 

coefficient is only 0.99492 but this model only 

uses nine variables and F  value is higher i.e. 

2083.5822. It shows higher accuracy. The 

polynomial model of SOC constructed by 

stepwise method considering multicollinearity is: 
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Based on the polynomial model of SOC in 

equation (13) it can be explained that some of the 

control parameters that give an effect 

significantly to the prediction of SOC are load 

current  1x , electronic temperature  4x , and 

vehicle velocity  5x . Internal resistance is 

affected by changes in the voltage drop during 

the load current. The change of internal 

resistance is linear with value of SOC. 

Electronic temperature is the temperature rise 

in power electronic components that is highly 

influenced by load current through it so that it 

indirectly affects the change of SOC. Load 

current is one of the significant control 

parameters which affect the prediction of SOC. 

Load current is also influenced by vehicle 

Table 1. 

Control parameter 

Control 

Parameter 
Meaning Unit 

Variation 

Range 

x1 Load Current Ampere 108-612 

x2 
Batteries 

Voltage 
Volt 50-74 

x3 
Electric Motor 

Speed 
rpm 

1,422-

6,696 

x4 
Electronic 

Temperature 
oC 60-69 

x5 
Vehicle 

Velocity 
km/h 

7.344-

80.784 

x6 Time sec 4-67 

x7 Gear - 1-4 

 

Table 2. 

Optimization objective 

Optimization Objective y1 

Meaning State of Charge 

Unit % 

 

 
Figure 4. The prediction and experiment value of SOC 

based on stepwise method without multicollinearity 

 

 
Figure 5. The prediction and experiment value of SOC 

based on stepwise method considering multicollinearity 
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velocity in which the test is done on a flat road. 

The greater the load current the smaller the 

vehicle velocity will be. Indirectly, vehicle 

velocity can affect the value of SOC. 

 

B. The Optimization of Battery Control 

Parameter 

The important factor to get the optimal results 

of PSO is a fitness function. In this research, one 

optimization objective is adjusted to a fitness 

function as: 

15.0 YMinj   (14) 

where 1Y  is normalized values of the 1y  

(Equation (1)). A simulation was realized using 

MATLAB, and performed on a PC with an 

Intel(R) Pentium(R) Dual CPU T2390 @ 1.86 

GHz, and 0.99 GB RAM. 

A simulation using PSO was carried out based 

on the conditions in Table 3. An optimal control 

solution was found. The computing time took 

1.061202 s. Convergence of the global best 

fitness value is shown in Figure 6. The global 

best fitness value convergences at J = 0.3322. 

Simulation with PSO was repeated 4 times 

based on the number of gear from 1 to 4, and 4 

simulated optimal control parameters were 

obtained. The battery optimal control parameters 

are listed in Table 4 and the calculated battery 

optimal objectives based on prediction model is 

shown in Table 5. 

 

VI. CONCLUSION 
Based on the experiment data, in order to 

control the large number of control parameters 

appropriately considering SOC as the battery 

output objectives, the model construction which 

reproduce the characteristic value of SOC from 

control parameter is needed. 

In this study, the stepwise method considering 

multicollinearity was applied to construct the 1
st
 

order and 2
nd

 order polynomial model. The 

accuracy of prediction model made by stepwise 

method depends on how well the function of 

regression suits the data. 

There should be routine to check how well the 

function of regression is suitable with the given 

data. This can be done through routine updates to 

ensure that the value of error is always below the 

pre-specified error threshold. 

In this paper, a prediction model of battery 

SOC has been reported using stepwise method 

Table 3. 

The condition of PSO simulation 

Items Value 

Number of particles 30 

Number of iteration 200 

 

Table 4. 

The battery optimal control parameters 

Control 

Parameter 
Meaning 

Gear (-) 

1 2 3 4 

x1 Load Current (Ampere) 601.41 572.04 577.10 580.19 

x2 Batteries Voltage (Volt) 73.38 59.66 69.16 73.34 

x3 Electric Motor Speed (rpm) 4,353.59 6,628.49 6,247.05 1,740.03 

x4 Electronic Temperature (oC) 67.86 67.71 67.98 67.48 

x5 Vehicle Velocity (km/h) 71.72 71.37 69.75 70.77 

x6 Time (sec) 5.92 6.73 7.91 8.25 

 

Table 5. 

Calculated battery optimal objectives 

Optimization Objective y1 

Meaning State of Charge (%) 

Gear (-) 

1 0.704 

2 0.703 

3 0.696 

4 0.690 

 

 

Figure 6. Convergence of PSO (J = 0.3322) 
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considering multicollinearity. This paper shows 

that the predictive accuracy by stepwise method 

considering multicollinearity was high. 

This was proved by the multiple correlation 

coefficient of 0.9000 or more and F value that is 

very high. It can be regarded that the stepwise 

method can effectively estimate the objectives. 

The optimal control input parameters obtained by 

PSO were tested and analyzed. The result proved 

that the PSO is an effective method for battery 

optimization problem. 

In order to improve the performance of 

battery and increase the security of electric 

vehicle, in the future work, these battery optimal 

control parameters should be validated on the 

road, and the results of validation based on the 

optimal control parameters simulation should be 

compared with the calculated battery optimal 

objective values. Then, the battery model which 

added PSO should be mounted in a controller, 

and control performance should be evaluated. 
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