
Knowledge Engineering and Data Science (KEDS) pISSN 2597-4602 
Vol 2, No 1, Juni 2019, pp. 31–40 eISSN 2597-4637 
 
 
 

 
https://doi.org/10.17977/um018v2i12019p31-40   
©2019 Knowledge Engineering and Data Science | W : http://journal2.um.ac.id/index.php/keds  | E : keds.journal@um.ac.id 
This is an open access article under the CC BY-SA license (https://creativecommons.org/licenses/by-sa/4.0/) 

High Dimensional Data Clustering using Self-Organized Map 

Ruth Ema Febrita a, 1, Wayan Firdaus Mahmudy a, 2, *, Aji Prasetya Wibawa b, 3 

a Department of Computer Science, Universitas Brawijaya 
Jl. Veteran, Malang, 65145, Indonesia 

b Department of Electrical Engineering, State University of Malang 
Jl. Semarang No. 5, Malang 65145, Indonesia 

1 ruthemaf@gmail.com; 2 wayanfm@ub.ac.id*; 3 aji.prasetya.ft@um.ac.id 

* corresponding author 
 

 

I. Introduction 

Houses are promising investment commodity in the last decade. The house price index in Indonesia 
is also experienced inflation, as well as the level of sales of home property [1]. The price is influenced 
by several factors such as the interest rate, inflation on house ownership loans, inflation in building 
materials prices, and inflation in workers' minimum wages. There are many different types of houses 
offered along with various features, which sometimes make prospective buyers confused to determine 
their choice.  

Another three factors that influence house pricing are physical attributes, accessibility, and 
developer reputation [2]. Physical attributes refer to house attributes that are visible and measurable, 
such as the land area, building area, number of rooms, number of bathrooms, and the availability of 
the living room. The accessibility refers to the house location that determines the ease of access to 
public facilities, such as hospitals, schools, campuses, markets, etc. Commonly, the closer location of 
a house with many public facilities may cause the more expensive of the house price. Some other 
economic phenomena that can affect the house prices are the interest rate, inflation and the Gross 
Domestic Products (GDP) [3]. 

Based on many considered features in determining house prices, the housing data are classified as 
a high-dimensional data. In some previous studies, Neural Network can be used to predict the price of 
a house [4][5][6][7][8]. Several approaches of regression techniques to predict the house prices also 
done by [9][10] which using the time-series data. However, in using a neural network or regression 
techniques, all feature values must be complete, is less applicable in the real condition. It is because 
the information received from prospective buyers is not always the same and complete.  

Although by the neural network the missing input value can be replaced through the interpolation 
mechanism, when using the interpolation, the replaced value will be given under the assumption that 
it is related to other variables, which is not always correct in the house pricing case. For example, the 
first data has a value of 60 meters square of the land area and 30 meters square of the building area, 
while the second data has a value of 100 meters square of the land area and 50 meters square of the 
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building area. If the third data has a value of 150 meters square of the land area but has a missing 
value on building area attributes, then the interpolation will return 75 meters square as the replacement 
value of the building area attribute, based on the assumption of the two previous data that the building 
area is half of the land area. The results of interpolation in housing cases are not always correct, 
because the building area of a house may have a greater value than the land area if the house has more 
than one floor. Therefore, the use of interpolation in house price predictions can cause inaccurate 
results. 

This study tries to perform a clustering approach to give a recommendation for house prices. The 
clustering approach may extract the value of features of each cluster, which can be used as a 
recommendation for house prices. The clustering process is done by comparing all data in the dataset 
which will then be clustered based on the similarity of existing features. It is expected to provide 
information on price ranges that are in line with the features which are already known by prospective 
buyers. Thus, the process of predicting house prices is more applicable. Moreover, if the cluster 
produced can be easily distinguished from other clusters, the value of the inter-cluster feature will not 
experience overlapping. This makes it very easy to deal with data which contain a missing value. The 
price recommendation process can still be done by looking at the value of the known attributes and 
ignoring the unknown values. 

There is some previous research implemented clustering approach to do prediction task in some 
cases. Two-stage clustering had been for predicting rented house price [11]. The idea of this method 
is forming the rented house data into some clusters using a clustering algorithm based on the location, 
then creating the prediction model using linear regression neural network for each cluster formed. The 
clustering process is done by considering house location because this research believes that the nearer 
a house location to many public facilities (landmark), the rental price will be higher. By using this 
hybrid method, the effective cluster can be created, although the accurate rent price prediction still 
needs more improvements. 

The two-stage clustering method using K-Means and Fuzzy Inference System also have been done 
to cluster house data [12].  The data are clustered into four predefined clusters based on house price: 
cheap, medium, expensive and very expensive. The clustering method was implemented to see how 
the location of a house affected the house price. After those clusters have been formed, the values of 
centroid features from each cluster were obtained and used as initial values to build a fuzzy inference 
system. This research shows that the fuzzy clustering system cannot predict the same cluster as K-
means, means that the prediction of the house price still low in the accuracy. Similar work also had 
been done by [13], which tried to predict house prices using three different methods such as Fuzzy, 
Artificial Neural Network and the K-NN. 

Another clustering method, Fuzzy C-Means, also been used as a hybrid method in predicting cases. 
A hybrid method of Fuzzy C-Means and regression technique is used to predict the workload of a new 
driver [14]. Fuzzy C-Means was used to generate a driver workload model based on the regression 
generated previously. Meanwhile, [15][16] also developed Fuzzy C-Means for predicting the software 
fault by using it as feature extraction method. 

On the other hand, SOM had been applied to classify and label transient data signal [17]. The 
sequence of stable and transient phase is extracted from the time-series signal data obtained from 
aircraft engines during the flights. SOM cluster and label the transient data by checking the similarity 
of the pattern. The accuracy of the labeled transient signal is excellent in robustness and visualization. 

A Generalized SOM (GSOM) is the improvement of SOM, have been studied [18]. The special 
characteristic of this method is it can automatically determine the best number of the cluster and also 
the shape of the cluster by using a 1-D neighborhood method. The 1-D neighborhood method was 
represented like the chain of neurons, which can automatically disconnect and connect with the other 
neurons. 

SOM has also been implemented in the health sector to classify and predict female subject with 
unhealthy visceral fat levels in Japan [19]. A map topology is formed from the neurons, where each 
neuron stores 13 health parameters that are used to detect visceral fat. This map topology is then 
trained using the SOM algorithm, and each neuron will be given a label that represents the visceral fat 
level. The test data prediction is done by finding a winning neuron, which is a neuron that stores the 
value of the closest / most similar feature to the data. 
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Self-Organized Map (SOM) Kohonen will be implemented to cluster high-dimensional data of 
housing data. SOM was proposed since it works based on topological arranged neurons, where each 
neuron has a different feature value. SOM also has a neighboring weight updating mechanism, which 
causes adjacent neurons to have similar characteristics. In other words, it is expected to improve the 
cluster visualization. This research uses K-means as a comparison approach. The performance of these 
methods are compared to discover the best algorithm for data high dimensional house-data clustering. 

II. Methods 

A. Dataset 
The dataset consists of 189 housing data which are obtained from the property exhibition, held in 

March and August 2017. All data in the dataset have a different value of physical attributes, locations, 
and also have valid prices, are determined by the developer and valid until December 2017. This 
research uses [20] to obtain the exact number of public facilities around the house location, within a 
1000 meter radius. All the feature values will be normalized to optimize the clustering process, All 
features that build this house dataset will be shown in Table 1. Meanwhile, the complete dataset can 
be accessed through [21]. 

B. SOM Clustering 

SOM is one type of neural network, which is categorized as an unsupervised algorithm. SOM is 
built by using one or more layer of neurons and can be described as a topological map of neurons. In 
general, the SOM algorithm works by finding a neuron that has the most similar weight corresponding 
to the data, which is then called as the winning neuron, and then updates the weights of the surrounding 
neurons within the neighboring radius to form the cluster of neurons that have similar weights. The 
applied SOM algorithm is detailed as in [22]: 

• Initialization. In this first step, some of SOM parameters, such as vector weight of neurons, the 
map size, the learning rate and also the radius of neighborhood update (Nc) need to be 
initialized. The two-dimension rectangular map grid will be used in this research, while the size 
of the map will be tested to obtain the best size which performs the best clustering result. 
Meanwhile, each neuron contains a set of features value which already described in Table 1. 
The learning rate represents how fast the algorithm will learn in each iteration. The radius of 
the neighborhood update refers to the number of neurons around the winning neuron that will 
be updated. 

• Obtaining the winner neuron. Each data vector (x) in the dataset will be compared to each 
neuron weights (wi) contained in the topological map, and the data similarity (d) will be 
calculated by using the Euclidean distance, as written in (1). The neuron that has the closest 
distance to the data will be called the winning neuron (c). 

𝑑 = ∑ 𝑥 − 𝑤  (1) 

• Neighborhood weights update. This step is an effort to make the weight of the adjacent neurons 
have similar weights. Updating the weights is done using the equation (2) and (3). 

𝑤 (𝑡 + 1) = 𝑤 (𝑡) + ℎ (𝑡) 𝑥(𝑡) − 𝑤 (𝑡)  (2) 

ℎ = ℎ 𝑒𝑥𝑝(−‖𝑟 − 𝑟 ‖ /𝜎 ) (3) 

ℎ (𝑡) is the learning rate 𝛼(𝑡)for all neurons within the 𝑁  and ℎ (𝑡)= 0 for all neurons 
outside the 𝑁 . 𝑟  and 𝑟  is the weight of neuron i and the winner neuron c, 𝜎 = 𝑁 . The distance 
of neuron i and neuron c (‖𝑟 − 𝑟 ‖) is calculated based on the neurons positions in the grid 
map. 

• Stopping criteria. The stopping criteria are determined by using (4), where e is the minimum 
allowable weight change of the neuron weights between the coressponding iteration (t) and the 
previous iteration (t-1) 

𝑒 = ∑
∑

×
 (4) 
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C. Defining the Cluster 
There are several assumptions used in defining clusters. For convenience, the topological map will 

be described in Figure 1 where each cell describes a neuron and the number written in each cell 
illustrate the amount of data that best matches the weight of the neuron.. The more detailed illustration 
will be explained as follows: 

• The cluster should have at least two matching data in one of the neurons or it may have only 
one matching data with other data in the adjacent neurons. In Figure 1a, the red color has the 
insufficient condition to make a cluster. 

• If there are two cells or additional cells separated by empty cells (not adjacent), then every cell 
is going to be thought-about as a special cluster (Figure 1b). 

• If there are two or more adjacent cells, which have the matching data on them, then all of the 
adjacent cells will be considered as the same cluster (Figure 1c). 

Table 1. The list of observed attributes of a house data 

Attributes Original Units 

Regency ID - 

House ID - 

Distance from KM 0 b Kilometer 

Building area Meter square 

Land area Meter square 

Number of hospital Item 

Number of clinic / pharmacy Item 

Number of schools Item 

Number of campuses Item 

Number of market / mall Item 

Number of hotels Item 

Number of restaurants Item 

Number of recreational park Item 

Number of public transportation Item 

Number of worship place Item 

Number of bedrooms Item 

Number of bathrooms Item 

Living room Meter square 

Family room Meter square 

Kitchen Meter square 

Dinning room Meter square 

Clothes horse Meter square 

Number of floor Item 

Warehouse Meter square 

Garage Meter square 

Number of terace/ balcony Item 

Garden Meter square 

Swimming pool Meter square 

Building permission - 

Electrical installation - 

Water channel - 

Certificate of ownership - 

Free fence - 

Free kitchen set - 

The cost of making land certificate - 

housing ownership credit interest rates % 

Price IDR 
*km 0 in the Malang City is in Malang Square (Merdeka Selatan Street) 
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Thus, the cells that do not have any numbers describe the neurons that have no compatibility with any 
data in the dataset. 

D. The Measurement of Cluster Validity 

In order to measure how well the results of a clustering process, the Silhouette coefficient and 
Davies-Bouldin Index are used. The principle of measuring silhouette coefficient is that a cluster is 
good enough if the distance between members in the same cluster is close, while the distance between 
two clusters is far enough so that each cluster can be easily recognized and separated from the other 
clusters. The Davies-Bouldin Index is used to evaluate cluster results by measuring the ratio of the 
spread of clusters and the distance between clusters. The Silhouette coefficient will be shown at (5), 
while the Davies-Bouldin Index will be shown at (6) to (8). 

Sil =  b –  a / max (a, b) (5) 

In (5), a is the mean intra-cluster distance, whereas b is the nearest-cluster distance. The value of 
Silhouette coefficient will be in the range of [-1, 1]. The most effective cluster will be obtained if the 
value of Sil=1, therefore the worst value of the Silhouette coefficient is Sil=-1. When the value of 
Sil=0, it indicates that the clusters are overlapped. 

In the Davies-Bouldin Index, the distribution of clusters will be calculated using (6). 

𝑆 = ∑ ‖𝑥 − 𝑧 ‖∈  (6) 

𝑇  is the number of members in the cluster i (𝐶 ) and 𝑍  is the center of the cluster i. The distance 
between clusters is calculated using the Euclidean distance between the centroid of the cluster i and 
the centroid of cluster j. The ratio between 𝐶  and 𝐶  will be calculated using (7). 

𝑅 =  (7) 

Then, the maximum value of the ratio (𝐷) will be used to calculate the Davies-Bouldin Index, 
which is shown at (8).  

𝐷𝐵𝐼 = ∑ 𝐷  (8) 

Unlike the Silhouette coefficient, Davies-Bouldin Index (DBI) value has a range between [0 - 1]. 
𝐷𝐵𝐼 = 0 indicates that the ratio of data distribution in clusters is very good, while 𝐷𝐵𝐼 = 1 shows 
the ratio of data distribution in clusters is very bad. 

III. Results and Discussions 

A. SOM Parameter Testing 
There are some parameters on SOM that will be tested in this research. For each value in the 

parameter testing will be tested by 7 times. The first tested parameter is the radius of the neighborhood 
update (𝑁 ). This parameter serves to determine the area of weight updates in the neurons located 
around the winning neurons. The closer the neuron position to the winning neuron, the more 
significant weight changes will be so that the weight of the neuron will be more similar to the weight 
of the winning neuron. When testing the neighboring radius, other parameters are temporarily set by 
default with the following values: the map size of the neuron is 15×15, the learning rate is α = 0.05, 

 

Fig. 1. The illustration of defined cluster; (a) the minimum condition of a cluster; (b) a special cluster; (c) a cluster with 
two adjacent cells 
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and the maximum error is = 0.1. The percentage of values will be used for this parameter testing. For 
example, if the map size is 15×15 and the 𝑁 =60%, that means the radius of the neighborhood update 
is 𝑁 =9 (9 neurons above, 9 neurons on the left side, 9 neurons below and 9 neurons on the right side 
of the winning neurons). Table 2 will show the result of this parameter testing. 

Table 2 shows that for each neighboring radius tested, the value of Silhouette coefficient always 
shows a negative value. This negative value of silhouette coefficient can be influenced by other 
parameters. The best Silhouette coefficient value is obtained when the neighbor radius is 67% of the 
map size. The best DBI value (the smallest DBI value) is also obtained when the neighbor's radius 
size is 67%. The test results show that when 𝑁 =67%, the resulting cluster has a good ratio in terms 
of the number and distance between clusters, but still does not perform an effective cluster. The size 
of the neighboring radius that is too large (80%) causes the cluster boundaries to be less clear because 
the area of the neuron whose weight will be updated is too broad. This will allow the weight of a 
neuron look similar to that of one cluster. In the other hand, when the size of the neighboring radius 
is too small will cause the cluster formation process will last very slow. In testing other parameters, 
the neighboring radius will be set to 67% of the map size. 

The next tested parameter is the learning rate (α). The result of the learning rate will be shown in 
Table 3. Based on the tests performed, the best silhouette coefficient is 0.0958, which is obtained at 
the setting α = 0.06. While the best DBI is obtained at α = 0.05. All of the tested learning rate values 
show that the algorithm just needs 3-4 iterations for running the clustering process. This fact shows 
that the learning rate does not affect the number of iterations. By considering the average Silhouette 
coefficient, the average DBI, the best Silhouette coefficient, and the best DBI value, the next 
parameter testing will use the learning rate α=0.06. 

The following tested parameter the maximum error (е) as the stopping criteria in the clustering 
process. The maximum error in SOM testing can be considered as a significant change in weight on 
neurons compared to the weights in the previous iteration. The test result of the stopping criteria will 
be shown in Table 4. 

Table 2. Neighborhood radius testing 

Nc  
(%) 

Average of  
Silhouette coef 

Best of  
Silhouette coef 

Average of  
DBI 

Best of  
DBI 

Number of  
Cluster 

13 -0.884 -0.566 0.7218 0.1461 2 

27 -0.927217 -0.8611686 0.587514 0.1594 2 

40 -0.951212 -0.7657426 0.827013 0.2678 3 

53 -0.959121 -0.8336872 0.795857 0.18 4 

67 -0.739308 -0.4496412 0.552214 0.106 2 

80 -1 -1 1 1 1 
 

Table 3. Learning rate testing 

α 
Average of  

Silhouette coef 
Best of  

Silhouette coef 
Average of  

DBI 
Best of  

DBI 
Number of  

Cluster 

0.01 -0.88693 -0.41373 0.764971 0.3149 2 

0.02 -1 -1 1 1 1 

0.03 -0.91634 -0.41435 0.871257 0.0988 1 

0.04 -0.82412 -0.39095 0.758229 0.1148 2 

0.05 -0.85469 -0.017196 0.868429 0.079 2 

0.06 -0.77649 -0.0958 0.791271 0.0979 2 

0.07 -0.7262 -0.27805 0.615897 0.08138 2 

0.08 -0.94572 -0.77001 0.885571 0.268 2 

0.09 -0.86777 -0.61331 0.52072 0.04434 2 

0.1 -0.94549 -0.61842 0.769143 0.12 4 

0.2 -0.9291 -0.50367 0.878 0.146 3 

0.3 -0.99687 -0.97811 0.766324 0.13327 3 

0.4 -0.948 -0.72479 0.8899 0.4195 3 
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In the stopping criteria, the smaller the error value specified, the more similar the weights of the 
map from the current iteration with the previous iteration. Based on the test results, the greater the 
error value results in the fewest iterations needed for a clustering process. The test results also show 
that at e=0.45 and e=0.5 there is increasing value of Silhouette coefficient and DBI, both on average 
and the best value. This can happen because the clustering process will immediately stop the program 
when a very significant change in weight occurs, whereas in this condition, there has not been a lot of 
data transfer from one neuron to another, so the data is still quite scattered. When the clusters are quite 
diffuse, it is possible for the clustering result to obtain the better Silhouette coefficient value as well 
as the DBI value. Based on the testing, the best stop criteria occur when e=0.5, because it shows the 
best average value of Silhouette coefficient and DBI. However, the best silhouette coefficient values 
are obtained when e=0.4. Thus the stop condition is set with the value е = 0.5 to for the next parameter 
testing. 

The last testing parameter is the size of the topological map. The test result is shown in Table 5. 
The test results show that the best map size is 30×30. When map size is 10×10 shows the worst results 
because the number of neurons in it is much smaller than the training data used, which is 189 house 
data. Thus, a neuron can be matched with a lot of home data so that a good cluster is very difficult to 
achieve. The 10×10 maps will provide very limited distances to make separate distances between 
clusters. As consequence, the Silhouette coefficient will be very small. 

After doing several parameter testing, the best number of clusters obtained by using SOM is n=2, 
although in some testing the number of clusters can reach up to n=4. The visualization of the best 
clustering result is shown in Figure. 2 

B. K-Means Result 
The following sub-section will discuss the implementation of other clustering algorithms as a 

comparison of the SOM algorithm. Unlike the SOM algorithm, the number of clusters in the K-Means 
algorithm must be specified before testing. The parameters that will be tested in K-Means are the 
number of clusters and also the stopping criteria (e). Table 6 and Table 7 will show the testing result 
of the K-Means algorithm based on the Silhouette coefficient and DBI. All values written in the table 
are the best values for each group testing. 

Table 4. Maximum error testing 

е 
Average of  

Silhouette coef 
Best of  

Silhouette coef 
Average of  

DBI 
Best of  

DBI 
Number of  

Cluster 

 0.01 -0.9889 -0.92231 0.883414 0.1839 3 

 0.05 -0.79485 -0.4469 0.532481 0.237 2 

 0.1 -0.55797 -0.03704 0.558784 0.0712 2 

 0.15 -0.61825 -0.052803 0.568891 0.07284 2 

 0.25 -0.67872 -0.11946 0.548464 0.10143 2 

 0.3 -0.77888 -0.382642 0.756946 0.04852 2 

 0.35 -0.69045 -0.087995 0.688443 0.0835 2 

 0.4 -0.80267 -0.381318 0.8683 0.0781 2 

 0.45 -0.28458 -0.436725 0.401703 0.0513 2 

 0.5 -0.31293 -0.250545 0.463836 0.0491 2 
 

Table 5. Map size testing 

Map Size 
Average of  

Silhouette coef 
Best of  

Silhouette coef 
Average of  

DBI 
Best of  

DBI 
Number of  

Cluster 

10 x 10 -0.9786 -0.8502 0.871986 0.1039 2 

15 x 15 -0.86143 -0.37508 0.619 0.197 2 

20 x 20 -0.55797 -0.03704 0.558784 0.0712 2 

25 x 25 -0.84044 -0.34323 0.653924 0.12244 2 

30 x 30 -0.48226 -0.351387 0.151423 0.05173 2 

35 x 35 -0.67708 -0.019051 0.583639 0.2163 2 
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Based on tests performed using K-Means, the best Silhouette is obtained when the number of 
clusters specified as n = 6 and e = 0.5. However, the number of clusters that actually formed as the 
clustering result does not exceed n = 3. In testing the K-Means method, almost all of the parameter 
values tested performs a negative Silhouette coefficient value. This indicates that the resulting cluster 
is not right and still difficult to distinguish between one cluster and another. The best number of 
clusters obtained is 3 clusters. 

C. SOM and K-Means Comparison 
Based on the test results, both SOM and K-Means are still difficult to achieve good clustering 

results. It is proven by the negative value of the average Silhouette coefficient, indicates that many 
data are send to the wrong cluster. However, the best Silhouette coefficient achieved by SOM 
(0.4367), is better than K-Means (0.236). In this, case the SOM has a better ability to build valid 
clusters compared to the K-Means. SOM algorithm represents the data in the form of a two-
dimensional topology map. In SOM, data is placed on neurons. As a result, the internal distance among 
the member of the cluster and the distance between clusters is easier to be measured. 

In terms of data distribution, SOM shows better performance compared to K-Means. In SOM, each 
cluster can be clearly identified by searching for the grid distance between clusters on the map, so that 
the distance between clusters can be calculated easily and clearly. In clustering the data, SOM 
compares input data vectors to the weights of neurons. But in the K-Means, input data vector is 
compared to the value of the centroid. The centroid values in K-Means always been updated on each 
iteration with the average value of its members' features. Thus, a centroid does not always indicate a 
point in the dataset. This may create difficulties in determining the cluster area and cluster distribution.  

Although SOM shows better performance compared to K-Means, for clustering the high-
dimensional data it still needs more improvements. This is because in the SOM, in determining the 
winning neuron is done by calculating the similarity between the data and the weight of the neurons 

 

Fig. 2. The best clustering visualization using SOM 

Table 6. K-means clustering result based on the silhouette coefficient 

N-Cluster 
Maximum Error (e) 

0.01 0.05 0.1 0.2 0.5 

C=3 -0.114403 -0.438083 -0.398426 -0.374  0.072083 

C=4 -0.481474 -0.357111 -0.195223 -0.05731 -0.21398 

C=5 -0.459957 -0.180032 -0.614222 -0.00155 -0.45512 

C=6 -0.268694 -0.855462 -0.1104888 -0.06809 -0.236027 
 

Table 7. K-means clustering result based on the DBI 

N-Cluster 
Maximum Error (e) 

0.01 0.05 0.1 0.2 0.5 

C=3 0.4973335 0.4515325 0.4848922 0.408955 0.51021 

C=4 0.3420642 0.4083031 0.4619643 0.423122 0.529518 

C=5 0.4847796 0.5156256 0.449523 0.608689 0.553155 

C=6 0.4619643 0.2885393 0.2954057 0.513923 0.516404 
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by using the calculation of the Euclidean distance. In calculating the Euclidean distance, all features 
are calculated using the same weight. Whereas, in high-dimensional data, not all features are relevant. 
This makes considering all features in the calculation can actually be a disruption to form a valid 
clustering result. In fact, some features in high-dimensional data can be referred as the noise [23]. 
Considering the characteristic of the data, SOM can be modified by using different distance 
measurements, for example using Manhattan distance [24][25][26]. 

IV. Conclusion 

SOM can be used to cluster housing data and successfully shows better performance compared to 
the K-Means algorithm. SOM outperforms K-Means in terms of visualizing the high-dimensional data 
clustering. In other words, it provide easier calculation to obtain the cluster validity. In addition, SOM 
also showed a better performance in the process of forming good clusters, is indicated by obtaining 
better Silhouette coefficient and DBI values. However, SOM still needs some improvements to 
produce better clustering results.  
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