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I. Introduction 

In air quality monitoring systems, PM2.5 concentration is a crucial measure. As public awareness 
rises, analyzing and anticipating pollution levels is vital. Monitoring stations can only perform a 
small role in PM2.5 pollution control due to the nonlinear character of PM2.5 concentrations in both 
time and space. As a result, improving PM2.5 concentrations prediction accuracy is crucial for 
preventing and controlling air pollution. Several studies have been conducted using machine 
learning techniques, such as neural networks, applied to environmental science issues. 

As a part of a neural network, deep learning is a technique that achieves high performance for 
various applications such as natural language processing, visual recognition, and forecasting has 
recently gained attention in the machine learning field. Machine learning models are characterized 
by large hyperparameter spaces and lengthy training times in their application. These properties, 
combined with the growth of parallel computing and the increasing demand for producing machine 
learning workloads. Therefore, developing mature hyperparameter optimization functionality for 
distributed computing environments is vital. 

In most cases, machine learning provides more sensible advice than humans can. The design and 
training of neural networks, called alchemy, are tricky and unpredictable [1]. Therefore, 
hyperparameter tuning has been extensively studied to lower entry barriers for non-technical users. 
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Deep learning is a machine learning approach that produces excellent performance 
in various applications, including natural language processing, image identification, 
and forecasting. Deep learning network performance depends on the hyperparameter 
settings. This research attempts to optimize the deep learning architecture of Long 
short term memory (LSTM), Convolutional neural network (CNN), and Multilayer 
perceptron (MLP) for forecasting tasks using Particle swarm optimization (PSO), a 
swarm intelligence-based metaheuristic optimization methodology: Proposed M-1 
(PSO-LSTM), M-2 (PSO-CNN), and M-3 (PSO-MLP). Beijing PM2.5 datasets was 
analyzed to measure the performance of the proposed models. PM2.5 as a target 
variable was affected by dew point, pressure, temperature, cumulated wind speed, 
hours of snow, and hours of rain. The deep learning network inputs consist of three 
different scenarios: daily, weekly, and monthly. The results show that the proposed 
M-1 with three hidden layers produces the best results of RMSE and MAPE 
compared to the proposed M-2, M-3, and all the baselines. A recommendation for air 
pollution management could be generated by using these optimized models. 
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Hyperparameter refers to parameters that cannot be changed during machine learning training. It can 
be involved in the model structure, such as the hidden layer and the activation function.  

Two recent deep learning model development has made hyperparameter an increasingly 
important technique. The first is the scaling up of neural networks to achieve greater accuracy [2], 
and the second is the development of an intricate lightweight model to achieve greater accuracy with 
fewer data and parameters [3][4]. Furthermore, hyperparameter tuning plays an essential role in both 
cases. In its application, there are more hyperparameters to tune in a model with a complex structure 
than in a model with a well-defined structure. Several hypermeters for an LSTM model are 
necessary to improve performance, such as the number of hidden layers and neurons, dense layer, 
and weight initialization. 

The first consideration of hyperparameter is the number of nodes and hidden layers. Hidden 
layers are the layers between the input and output layers. No specific number of hidden layers in its 
application should be used. Therefore, it depends on each problem to use a trial-and-error tuning 
approach. One hidden layer will suffice for most simple problems, and for more complex ones, two 
layers are recommended. Even though many nodes within a layer can improve accuracy, fewer 
nodes may result in underfitting [5]. The next are some units in a dense layer, which is the most used 
layer and essentially layer where all neurons as input for each neuron in the prior densely connected 
layer, which can increase the accuracy, while 5–10 units or nodes per layer is an ideal starting point 
for dense layers. As a result, the final dense layer‟s shape is influenced by the number of 
neurons/units specified [6]. 

Then, a dropout layer should be present between each LSTM layer, such as a layer that reduces 
the network‟s sensitivity to specific weights of individual neurons. The dropout layer can be used 
with an input layer. However, it cannot be used with the output layer since it can make the model 
and calculation errors. The dropout can alleviate the risk of overfitting when adding complexity by 
increasing the number of nodes in dense layers or adding more dense layers, resulting in poor 
validation accuracy [7]. In other cases, weight initialization can be a hyperparameter that should be 
considered. Ideally, the weight initialization schemes should differ depending on the activation 
function. However, weight values are chosen using a uniform distribution. Initially, it is impossible 
to set all weights to 0.0 because the optimization algorithm highlights the asymmetry in the error 
gradient. Different weights can lead to different starting points for the optimization process, leading 
to different final sets with different performance characteristics [8]. Stochastic optimization assumes 
that weights will be randomly assigned to small numbers at the start of the search. 

As long as there is no weight update, weight decay can be included in the weight update rule. 
The weights are multiplied with slightly less than one factor to limit the weight growth. For 
references, the initial value of 0.97 should be sufficient. Moreover, the output of a node is defined by 
its activation functions, either ON or OFF. Using these functions, deep learning models can learn 
nonlinear prediction boundaries. Although it is technically possible to include activation functions in 
the dense layers, it is preferable to separate them into separate layers so that it could be reduced 
density layer output. The activation layer‟s choice depends on the application, but the most popular 
activation function is the rectifier [8].  

The next hyperparameter is a learning rate. By using this hyperparameter, the network can update 
its parameters more quickly. To speed up the learning process, it is possible that increasing the 
learning rate will cause the model to diverge or even fail to converge. Learning will take longer, but 
the model will smoothly converge [9]. Alternatively, this hyperparameter is used in the training 
phase, with values between 0.0 and 0.1. Then, this hyperparameter specifies the number of epochs 
(integer) until the validation accuracy decreases even though training accuracy increases, thus 
risking overfitting. An ideal move is to use the early stopping method to specify the epochs number 
and stop training when the performance of the approach on the trained dataset drops below a pre-set 
threshold. The last consideration of hyperparameter tuning is batch size. This hyperparameter 
specifies the number of samples before updating internal model parameters. A more extensive 
sample size produces more significant gradient steps than smaller ones. The initial batch size is 32. 
However, it can adjust with multiples of 32, such as 64, 128, and 256, to determine which is better 
[8].  

The research reveals that the PSO optimized deep learning models (LSTM, CNN, and MLP) for 
Beijing PM2.5 multivariate time series prediction acquire a minimum error and improve its 
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accuracy. The seven optimizer hyperparameters are the optimizer, type of activation function, loss 
function, number of batch sizes, hidden units, neurons, and epochs.  

The contribution of the research are:  

1) To improve the accuracy of the multivariate time-series forecasting analysis applied to 
Beijing PM2.5 dataset using the proposed model M1 (PSO-LSTM), M2 (PSO-CNN), and M3 
(PSO-MLP). 

2) To generate the computer-based forecasting model that could as a recommendation for 
governmental regulations such as pollution prevention, Clean Air Technology Center, and 
transportation-emissions reduction. 

The research may present the alternative use of PSO as a tuning hyperparameter on deep learning 
instead of using it as a feature selection. The automatic tuning process may reduce the computational 
time due to the random parameter selection. Finally, this paper determines the best optimized deep 
learning approaches to predict Beijing PM2.5 concentrations. 

II. Method 

The proposed hyperparameter tuning of deep learning for forecasting is shown in Figure 1. As 
shown, the selected dataset will be preprocessed using normalization. The use of the PSO carries out 
the hyperparameter selection. The best-selected hyperparameter values will be used in the 
forecasting. Then, the forecasting process will take place by a deep learning method, namely LSTM, 
CNN, and MLP. In the end, the proposed models and the baseline performance were tested using 
MAPE and RMSE.  

 

 

Fig. 1. The proposed hyperparameter tuning of deep learning for forecasting 
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A. Dataset 

In this study, an evaluation of the hyperparameter setting of the LSTM method based on the PSO 
Dataset using PM2.5 Beijing was carried out, which was obtained from the UCI machine learning 
repository [10]. This dataset represents the weather conditions, and pollution levels reported hourly 
by the US. in Beijing, China, from 2010 to 2014, with 43.825 instances removed and 2.068 data row 
values missing in data preprocessing. Pre-processing is the initial process of datasets to improve data 
quality and selection to obtain high-performance results. 

Preprocessing data used are feature selection and data normalization. The feature selection 
process selects the attributes to be used by following a similar study conducted by Zhang [11] using 
seven attribute data features which include PM2.5 concentration (pm2.5), dew point (DEWP), 
temperature (TEMP), pressure (PRES), accumulated wind speed (lr), hourly snow accumulation (l), 
and hourly rain accumulation (lr) as shown in Figure 2. Normalization is a technique for reducing 
errors by converting the real number to a value range of 0 to 1. The min-max scaling approach is 
used for normalization [12]. Equation (1) presents the normalization min-max. 

         
       

          
 (1) 

         is a normalization result,    represents the data to be normalized while      and      is 

the values of minimum and maximum of entire data. In this study, from the dataset, there were three 
scenarios used as testing data. They are monthly, weekly, and daily. 

B. Hyperparameter Optimized using PSO 

Developing an efficient machine learning model is a complex process that requires selecting a 
suitable algorithm and modifying the model‟s hyperparameters [13]. The primary goal of 
hyperparameter optimization is to simplify the selection of parameters to get the optimal results of 
the process and enable users to implement efficient machine learning models to solve practical 
issues [14].  

The process of hyperparameter optimization predicts the best machine learning (ML) architecture 
[15]. It decreases the amount of human work necessary, enhances machine learning models' 
performance, and increases models' reproducibility. Particle swarm optimization (PSO) is a swarm 
optimization model that could use to select hyperparameters and is used in this research as an 
integrated approach with the other baseline deep learning models.  

PSO is a family of evolutionary algorithms frequently used to solve optimization problems and 
has been effectively applied as parameter optimization techniques [16]. PSO takes its inspiration 
from biological populations that exhibit individual and social behavior. PSO works by allowing a 

 

 

Fig. 2. Visualize the dataset of Beijing PM2.5 
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swarm of particles to navigate semi-random search space. Through integrated information sharing 
between individual particles in a group, PSO algorithms determine the optimal solution.  

In PSO, a swarm   consists of a group of   particles [17] as in (2), and a vector is used to 
represent each particle   , as seen in (3). 

               (2) 

        ⃗⃗⃗⃗     ⃗⃗⃗⃗     ⃗⃗⃗⃗   (3) 

where    ⃗⃗⃗⃗  denotes the current position,    ⃗⃗⃗⃗  denotes the current velocity, and    ⃗⃗⃗⃗  denotes the swarm‟s 
best-known position. After initializing each particle‟s position and velocity, the current position and 
records are analyzed with their performance score. The following iteration modifies the velocity    ⃗⃗⃗⃗  
of each particle following the current global optimal position   ⃗⃗⃗   and the prior position    ⃗⃗⃗⃗ , as in (4). 

   ⃗⃗⃗⃗      ⃗⃗⃗⃗             ⃗⃗⃗      ⃗⃗⃗⃗               ⃗⃗⃗⃗     ⃗⃗⃗⃗   (4) 

where        denotes distributions of continuous uniform based on the    and    acceleration 
constants. Equation (5) represents that the particles move following their new velocity vectors. 

   ⃗⃗⃗⃗       ⃗⃗⃗⃗      ⃗⃗⃗⃗  (5) 

The technique outlined above is performed until convergence or termination constraints are met. 
The PSO algorithm has a computational complexity of          [18]. Additionally, this approach 
can be parallelized to increase model efficiency because PSO particles act independently and share 
information only after each iteration. 

PSO‟s primary restriction requires adequate population initialization. It may reach a local rather 
than global optimum in discrete hyperparameters [19]. In carrying out the appropriate population 
initialization, using population initialization techniques or utilizing the developer‟s experience is 
necessary. Numerous population initialization strategies, such as the opposition-based optimization 
algorithm [20] and the space transformation search approach [21] have been developed to increase 
the performance of evolutionary algorithms. Thus, execution time and resource optimization can be 
increased by performing an extra population initialization strategy 

Through hyperparameter selection, PSO can improve good values of Deep learning (DL) models. 
DL is based on artificial neural network theory (ANN). Multilayer perceptrons (MLP), 
convolutional neural networks (CNNs), recurrent neural networks (RNN), Deep neural networks 
(DNN), and long short-term memory (LSTMs) are modified from the standard of ANN for deep 
learning designs [22]. The hyperparameters in the DL that PSO can optimize for selecting 
hyperparameters include the optimizer, activation function, loss function, batch size, number of 
neurons, and epochs.  

Hyperparameters tuning with PSO can be done by calling the optimal configuration „particle 
swarm‟ in the opportunity function in the TensorFlow Keras package. The used PSO parameters 
consist of 10 particles in the swarm, 5 generations (iterations), velocity minimum 0, velocity 
maximum 1,       1.5,       2.0, and 10 permitted function evaluations. The hyperparameters 
optimized by tuning PSO and retested using the Deep Learning method can be seen in Table 1 and 
applied a dropout value of 0.2. The parameters that are tuned are parameters that are shared by all 
deep learning methods in general. 

Table 1. Deep learning method hyperparameter space 

No. Hyperparameters Search Space Type 

1. Hidden layers (HL) [2,10] Continuous 

2. Neurons [1,100] Continuous 

3. Activation function Linear, Sigmoid, ReLU Discrete with step=1 

4. Loss function MSE, MAE Discrete with step=1 

5. Optimizer Adam, RMSprop Discrete with step=1 

6. Batch size [32, 64, 128] Discrete with step=1 

7. Epoch [5,100] Continuous 
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C. Multilayer Perceptron (MLP) 

The forecasting method often used in research is MLP [23]. MLP belongs to the feedforward 
network. The characteristics possessed by MLP are advantages in determining the value of weights 
that are better than other methods, MLP can be used without prior knowledge, and the algorithm can 
be implemented quickly and can solve linear and nonlinear problems [24]. MLP characteristics 
make the forecasting value better. MLP in forecasting is used for time series [25] and stock prices 
[26][27]. 

As illustrated in Figure 3, the MLP model architecture consists of three layers of nodes: an input 
layer, a hidden layer, and an output layer. Each layer is connected to the network architecture nodes. 
The nodes in the input layer are connected to nodes in the hidden layer, and the hidden layer‟s nodes 
are directly connected to nodes in the output layer‟s node. The elements of a multilayer perceptron 
consist of network architecture, learning algorithms, and activation functions [28]. 

Activation function for an     in a hidden neuron could be defined as in (6). 

            ∑    
 
       (6) 

where    is hidden neuron of    ,       denotes a link function that adds non-linearity to the 

relationship between the input and hidden layers,     denotes         weight as input in a weight 

        matrix,    is     represents an input value.    is     output values as in (7).  

    (   )     ∑     
 
       (7) 

D. Long Short-Term Memory (LSTM)  

Long Short-Term Memory (LSTM) is developed from the recurrent neural network (RNN) that 
could implement to solve the problem of accuracy in time-series data prediction. LSTM can 
overcome long-term dependencies on its inputs [29]. LSTM creates RNN architectures capable of 
resolving learning challenges associated with information linkage. In an RNN, the old memory 

 

Fig. 3. MLP architecture 
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becomes increasingly ineffective as the new memory overwrites it [30]. However, RNNs suffer 
from vanishing and bursting gradients, which occur when the range of values across layers in 
architecture changes. The LSTM was developed and designed to address the issue of RNN gradient 
disappearing while faced with vanishing and bursting gradients [31]. Time series forecasting using 
LSTM can be used for time-series predictions [32], both short-term loads [33] or long-term [34], 
weather predictions [35], price movements [36][37][38][39]. 

The LSTM uses memory cells and gate units to manage memory at each input, with an 
architecture similar to the RNN. In LSTM, the hidden layer comprises memory cells with three 
gates: input, forget, and output, as illustrated in Figure 4. The input gate specifies the amount of data 
stored in the cell state and keeps the cell from holding extraneous data. Forget gate functions limit 
the time a value remains in a memory cell. The output gate determines the amount of data or value 
stored in a memory cell and calculates the output. 

On the LSTM, the gate is a unique network structure with an input vector and output intervals of 
0 and 1. No information is permitted to flow when output is set to 0. In contrast, all information is 
permitted to pass when set to 1 [40]. If the input vector                   ) and output vector 

                ) are defined, then gates could be formulated as in (8). 

               (8) 

Sigmoid                   ; where   denotes the weights and   denotes the bias vector. The 
cell state represents the current condition of the cell as being determined as (9). 

                  tanh       [         ]   bc  (9) 

   denotes the cell state matrix‟s weight,    denotes the cell state‟s bias vector as the input gate, and 
   is the forget gate used to assist the network in forgetting input information and repeating memory 
cells. The input and forget gates can be computed using the formulas (10) and (11). 

          [         ]   bi  (10) 

          [         ]   bf  (11) 

   and    denote the weights of the input and forget gates, respectively, while bi denotes the bias 

vectors of the input-gate, and b  denotes the forget-gate bias vectors. The output-gate of the LSTM 
regulates the amount of information processed into the output from the latest cell state. The output 

 

Fig. 4. Memory cells LSTM 
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can be estimated using the formula in (12). 

          [         ]   bo  (12) 

   denotes output gate matrix weight, and    is the gate output bias vector. The LSTM process‟s 
ultimate output is computed as in (13). 

                 (13) 

Then the output will be used for forecasting the following time chosen. 

E. Convolutional Neural Network (CNN)  

CNN is part of the DL approach, which is included in the sub-field of ML, which applies the 
basic concepts of the ANN algorithm with more layers [41]. CNN is a feedforward network because 
information flow occurs in one direction only, from their inputs to their outputs CNN was applied 
and extremely popular in image classification research. Therefore, it could be implemented for 1-
dimensional (1D) problems, such as forecasting the following values in a time series dataset [42]. 
The model used is a 1D CNN with architecture, as in Figure 5. 

Many types of CNN models can be used for each problem in predicting data time series. The 
model consists of univariate, multivariate, multi-step, and multivariate multi-step [43]. CNN in 
forecasting data is time series often used to estimate stock prices [44][45], gold prices [46][47][48], 
health [49][50][51], time series [52][53][54], solar cells and weather forecasts [55]. 

F. Evaluation  

The mean absolute percentage error (MAPE) as error evaluation metrics and the root mean 
square error (RMSE) [56] was used to evaluate and compare the implemented methods‟ 
performances. MAPE shows errors that can represent accuracy. At the same time, RMSE detect 
irregularities or outliers in the designed projection system. The formulas are given as in (14) and 
(15). 

From the calculation of the MAPE and RMSE value, it will be known which model has the best 
performance in forecasting. The smaller MAPE and RMSE values produced, the better the 
forecasting results, so the method was better [57]. 

      ∑
    

    

 
          (14) 

 

Fig. 5. 1D CNN architecture 
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      √∑
    

 

 

 
    (15) 

III. Results and Discussion 

The original deep learning (LSTM, CNN, and MLP) architecture are 7 input layers, 2 to 10 
hidden layers (HL), and 1 output layer with the same setting parameter values. The parameters are 
32 neurons, dropout 0.2, MSE for loss function, Adam Optimizer, 100 epoch, and 72 batch size. 
Unlike LSTM and MLP, CNN used the parameters in the fully connected layer. The specific CNN 
architecture setting uses 1D convolution layer with 2 kernel sizes, 64 filters, ReLU for activation 
function, pooling layer with MaxPooling1D type, size 1, and drop out 0.2. Then there was 1 
flattened layer and a fully connected layer. Based on the current tuning results, test the PSO tuning 
results using the Deep Learning method with the result settings as shown in Table 2. 

PSO hyperparameter tuning was integrated with various deep learning models (LSTM, CNN, 
and MLP) to produce new models of Proposed Model M-1 (PSO-LSTM), M-2 (PSO-CNN), and M-

Table 2. PSO hyperparameter search results deep learning method 

No. Hyperparameters Proposed M-1 Proposed M-2 Proposed M3 

1. Hidden layers (HL) 3 4 3 

2. Neurons 24 41 61 

3. Activation function Sigmoid ReLU Linear 

4. Loss function MSE MAE MSE 

5. Optimizer Adam RMSprop RMSprop 

6. Batch size 32 32 64 

7. Epoch 46 60 68 

 

Table 3. MAPE forecasting results 

Model 
MAPE 

HL-2 HL-3 HL-4 HL-5 HL-6 HL7 HL-8 HL-9 HL-10 

Monthly          

LSTM 9.1216 8.8909 9.1385 9.1935 9.2448 9.2544 9.2612 9.2711 9.3865 

CNN 8.6255 8.6195 8.5849 8.9762 9.1778 10.3037 10.7662 10.8264 11.1073 

MLP 9.3308 9.2286 9.5347 9.6395 10.6010 10.6280 10.6702 10.6008 10.6035 

Proposed M-1* - 8.4576 - - - - - - - 

Proposed M-2** - - 8.5281 - - - - - - 

Proposed M-3* - 9.0930 - - - - - - - 

Weekly          

LSTM 8.9777 8.8327 10.1041 10.2722 10.3538 11.5553 11.5812 11.5852 11.5940 

CNN 9.8238 8.9021 8.8092 8.9096 9.1951 10.2191 11.7623 12.7759 13.3261 

MLP 9.9057 9.7078 10.0382 11.6556 11.6180 11.6290 11.6234 11.6228 11.6118 

Proposed M-1* - 8.6379 - - - - - - - 

Proposed M-2** - - 8.6987 - - - - - - 

Proposed M-3* - 9.2903 - - - - - - - 

Daily          

LSTM 5.5329 5.5306 5.5343 5.5351 7.7324 8.7756 9.0327 10.1076 10.4688 

CNN 6.7490 6.9270 6.4845 6.8979 6.9833 6.8275 6.8986 6.8067 8.9088 

MLP 6.4448 6.2857 7.4463 8.5707 8.5792 8.5765 8.5684 8.5739 8.5703 

Proposed M-1* - 5.4676 - - - - - - - 

Proposed M-2** - - 6.3742 - - - - - - 

Proposed M-3* - 6.0990 - - - - - - - 

* the best selection parameter was hidden layer 3 (HL-3) 

** the best selection parameter was hidden layer 4 (HL-4) 
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3 (PSO-MLP). MAPE and RMSE measured the performances of the proposed model and its 
comparison with the baselines, as shown in Table 3 and Table 4, respectively. 

In general, all proposed models have better accuracy performance for all monthly, weekly, and 
daily scenarios, is indicated by the minimum MAPE (Table 3) and RMSE (Table 4) values obtained 
by the three proposed models compared to the other models. More specifically, in the monthly 
scenario, Proposed M-1 has the best performance of the three proposed models, followed by M-2, 
and M-3, with MAPE values of 8.4576, 8.5281, and 9.0930, respectively. In addition, the RMSE 
value also shows the same order of performance for the three proposed models, namely 0.0250, 
0.0346, and 0.0259, respectively. The same thing happened in weekly and daily scenarios. However, 
if it was sorted based on the scenarios, the accuracy of the three proposed models with the best 
performance was shown in the daily scenario, followed by weekly and monthly. The increasing 
amount of data and precise outliers or distance precision within values on the dataset has contributed 
to the proposed model performance. 

Proposed M-1 (PSO-LSTM) can also reduce the yield value of RMSE and MAPE to be better 
than LSTM as a baseline model. The tuning results for M-2 (PSO-CNN) have better RMSE and 
MAPE values than CNN when the hidden layer is 4 (HL-4). As for the proposed M-3 (PSO-MLP), 
the use of HL-3 has a better evaluation value when compared to MLP. 

From the overall results in Table 3 and Table 4, the best results can be visualized as shown in 
Figure 6 and Figure 7. Figure 6 demonstrates that, when compared to all other models, the proposed 
model has the best MAPE value in every scenario. In the Monthly scenario, proposed M-1 
outperforms regular LSTM, CNN, and MLP with a MAPE of 8.4576. The weekly scenario's MAPE 
proposed M-1 has a superior MAPE than previous techniques, with a score of 8.6379. The MAPE 
generated by proposed M-1 in the daily scenario was 5.4676, which was likewise better and more 
effective than other techniques. Figure 7 shows that every proposed model has the best RMSE in 
every scenario. Compared to other models, the monthly scenario's RMSE of 0.025, which belongs to 

Table 4. RMSE forecasting results 

Model 
RMSE 

HL-2 HL-3 HL-4 HL-5 HL-6 HL7 HL-8 HL-9 HL-10 

Monthly          

LSTM 0.0260 0.0257 0.0263 0.0265 0.0270 0.0952 0.0952 0.0952 0.0953 

CNN 0.0362 0.0357 0.0351 0.0369 0.0429 0.0636 0.0668 0.0764 0.0773 

MLP 0.0263 0.0262 0.0265 0.0266 0.0945 0.0944 0.0944 0.0945 0.0945 

Proposed M-1* - 0.0250 - - - - - - - 

Proposed M-2** - - 0.0346 - - - - - - 

Proposed M-3* - 0.0259 - - - - - - - 

Weekly          

LSTM 0.0299 0.0297 0.0302 0.0303 0.0311 0.1182 0.1183 0.1183 0.1183 

CNN 0.0523 0.0437 0.0412 0.0475 0.0497 0.0556 0.0927 0.1019 0.1092 

MLP 0.0304 0.0302 0.0310 0.1185 0.1184 0.1184 0.1184 0.1184 0.1184 

Proposed M-1* - 0.0232 - - - - - - - 

Proposed M-2** - - 0.0362 - - - - - - 

Proposed M-3* - 0.0301 - - - - - - - 

Daily          

LSTM 0.0041 0.0039 0.0043 0.0049 0.0091 0.0844 0.0845 0.0848 0.0852 

CNN 0.0192 0.0172 0.0101 0.0188 0.0157 0.0178 0.0168 0.0181 0.0241 

MLP 0.0056 0.0049 0.0109 0.0785 0.0772 0.0776 0.0788 0.0780 0.0786 

Proposed M-1* - 0.0023 - - - - - - - 

Proposed M-2** - - 0.0031 - - - - - - 

Proposed M-3* - 0.0031 - - - - - - - 

* the best selection parameter was hidden layer 3 (HL-3) 
** the best selection parameter was hidden layer 4 (HL-4) 
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proposed M-1, has the best value. The best result for the RMSE proposed M-1 in the Weekly 
scenario is 0.0232, which is lower than the RMSE of other models. The RMSE value for the daily 
data ranges from 0.0023 (proposed M-1) to 0.0039 (LSTM), 0.0101 (CNN), and 0.0049 (MLP). 
Overall, it can be seen that the PSO hyperparameter tuning in this research case study can improve 
the baseline models' performance. The RMSE and MAPE evaluation values of the M-1 produce the 
best values in all scenarios (Monthly, Weekly, and Daily) compared to other proposed models and 
the baselines.  

The government may use this research finding to reference their regulations as a benefit of this 
research. The first regulation is pollution-prevention approaches aiming to minimize, remove, and 
avoid pollution. The government promotes the use of less hazardous raw resources or fuels, a less 
toxic industrial operation, and increased process efficiency. The second policy is to establish the 
Clean Air Technology Center, which will provide information on technologies for preventing and 
controlling air pollution, including mechanical collectors, fabric filtration, combustion systems, wet 
scrubbers, and biological degradation and their use, cost, and effectiveness. The third regulation 
reduces transportation-related emissions by requiring car emission controls and cleaner fuels. 
Finally, economic incentives for air pollution control agencies, such as emissions banking and 
trading, can be created. 

IV. Conclusion 

This paper proposed improved deep learning approaches based on PSO hyperparameters tuning 
to select the best parameters. The experiment shows that all proposed models outperformed the 
baseline model. The best performance of Proposed M-1 (PSO-LSTM) outperformed other produced 
models, M-2 (PSO-CNN) and M-3 (PSO-MLP), and the baseline models, LSTM, CNN, and MLP. 
Governmental regulations such as pollution prevention, Clean Air Technology Center, and 
transportation-emissions reduction could be generated based on this promising finding. The 
proposed model in this study has good performance, which only applies to the dataset used. 

 

Fig. 6. Comparison of MAPE in all scenarios 

 

 

Fig. 7. Comparison of RMSE in all scenarios 
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Therefore, future research will use various datasets to produce a generally applicable model to all 
time-series datasets. 
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