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I. Introduction 

Numerous research has been conducted regarding traffic measurements, whether in terms of traffic 
patterns, volumes, applications, and user activity characteristics [1][2]. Predicting network traffic is 
one of the crucial works to perform when it comes to network management as a consideration for 
admission and congestion control, anomaly detection, and bandwidth allocation to gain superior 
quality of service and cost reduction. Traffic itself could be formed in two dimensions, what time 
people actively engage to the internet and how much the work capacity the users engage where the 
two matters could be presented in one series of traffic data. Time series is data focusing on the recorded 
values for a given measurement at several points when the data is expressed as 𝑦1, 𝑦2, … , 𝑦𝑛 𝑦𝑖 denotes 
value measured at a time 𝑖 [3]. 

In dealing with time series forecasting, conventional statistical methods are popularly used, such 
as ARIMA and its various models, decomposition, and Winter’s exponential smoothing [4], Hidden 
Markov Model [5], and threshold autoregressive (TAR) [6]. Besides, in machine learning, the neural 
network has been widely developed to deal with network data prediction [7][8][9][10]. Furthermore, 
a hybrid method has been extensively conducted, particularly for time series forecasting, such as a 
hybrid of neural network and ARIMA by [11][12], and a hybrid of HMM and multilayer perceptron 
[13].  

Backpropagation neural networks itself is one of multilayer perceptron algorithm that has been 
widely studied for forecasting and classifying various cases, including an analysis was successfully 
performed by [14] in modeling ten risky factors of traffic accidents to elderly female and male drivers 
in West Midlands of the UK, and in the estimation of nuclear accident source [15]. 
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The architecture of backpropagation neural networks still becomes the preferable topic in neural 
networks, such as optimization in the number of hidden layers [16][17], and another research in 
sensors, modeling backpropagation based on GA by specifying the number of hidden layer neurons 
[18]. Despite its slow training, a backpropagation neural network is easy to use and design depending 
on the input characteristics, whether univariate or multivariate inputs [19]. Thus, backpropagation is 
proposed to predict inbound traffic to understand and determine the internet usage through the 
network. Three different activation functions are implemented, i.e., sigmoid, ReLU, and tanh function. 
The implementation is both in a single form and combination, making up nine permutation models to 
optimize the weights between layers.  

II. Methodology 

A. Backpropagation Neural Network 

The neural network is a reliable nonlinear technique for modeling a wide range of applications due 
to the flexibility in terms of architecture. The neural network architecture could be two or more layers. 
Neural network applied in this study is backward propagation of errors or backpropagation, a 
supervised learning algorithm in neural networks, which is a multilayer perceptron. Backpropagation 
in the networks is simply a gradient descent method aiming to optimize the weights connecting the 
adjacent layers among the input layer, hidden layer(s), and output layer. By the optimized weights, 
the errors between the observed data and the prediction can be minimized.  

Figure 1 shows a neural network 2-hidden-layer. This study uses this architecture since two hidden 
layers are more superior to those with one hidden layer [20]. This architecture was applied with dense 
networks, which means that each unit (node) in a layer is densely connected with all other units in the 
neighboring layers. Each connection is associated with a weight (𝑤𝑖𝑗) reflecting the strength of the 

connection between the units. The inputs of 𝑥1, 𝑥2, … , 𝑥𝑛the hidden unit value (ℎ𝑗) is determined by 

applying a weighted sum of all inputs plus a bias as written in (1), while the output unit (𝑦𝑖) is defined 
by (2) [21]. 

𝑛𝑒𝑡 (ℎ𝑗|𝑥) = 𝑓(∑ 𝑤𝑖𝑗 . 𝑥𝑖𝑖=1 + 𝑏) (1) 

𝑛𝑒𝑡 (𝑦𝑖|ℎ) = 𝑓(∑ 𝑤𝑖𝑗 . ℎ𝑗𝑗=1 + 𝑏) (2) 

In a backpropagation neural network, firstly, the signal propagates forward from the input layer to 
the output layer through the hidden layer. After that, the error is calculated, moving vice versa from 
the output layer to the input layer through the hidden layer. After the iterative training process, the 
neural network achieves the optimal weight and threshold to reduce the error to the desired level [15]. 
The weight parameter is updated with the rate change as in (3), where 𝑦𝑖 denotes the observed data 
while 𝑦�̂� is the predicted values. 

∆𝑤𝑖𝑗 =  𝜖(〈𝑦𝑖 − 𝑦�̂�〉) (3) 

 

Fig. 1. Proposed Backpropagation Neural network architecture 
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Furthermore, 𝑓 itself is an activation function to map the values to a nonlinear (Figure 2). Sigmoid 
function is one of commonly used mainly for forecasting probability-based-output as expressed in (4), 
and ReLU is another function widely used representing a nearly linear function and preserving the 
properties of linear models that made them easy to optimize, with gradient-descent method [22] as 
given by (5). Besides, hyperbolic tangent, known as tanh function, is a zero-centered function that 
provides better training performance for multilayer neural networks formulated as in (6). 

𝑓(𝑥) = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝑥)  =
1

1+𝑒−𝑥 (4) 

𝑓(𝑥) = max(0, 𝑥) =  {
𝑥 , 𝑥 ≥ 0

0 , 𝑥 < 0
 (5) 

𝑓(𝑥) = Tanh(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥 (6) 

B. Experimental Design 

This paper collected a time series network inbound traffic data from a backbone network using 
CACTI and a traffic controller applied in Mulawarman University in Indonesia. The series was week-
days inbound traffic accounted daily ranging from 27 August 2019 to 17 February 2021.  

Traffic data measured in bits/second were then normalized on a scale of 0 to 1 to prevent huge 
numbers in the process of BPNN. The study uses the first 80% as training data, and the rest is testing 
data. Figure 3 illustrates the research flow implemented in this paper, whereas each hidden layer is an 
applied activation function. There were three various activation functions used, i.e., sigmoid, ReLu, 
and tanh function designed in a single form and combination, making up nine permutation models in 
terms of order, i.e., the usage of pure sigmoid function; ReLU function; tanh function; sigmoid-ReLU; 
sigmoid-tanh; ReLU-Sigmoid; ReLu-tanh; tanh-sigmoid; and tanh-ReLU function.  

Furthermore, Table 1 depicts the preferable setting of BPNN utilized. In order to conduct a 
comparative analysis in the usage if learning rate, this paper was designed with three kinds of learning 
rate, i.e., 0.1; 0.5; and 0.9 reflecting a low, middle, and high rate, respectively. 

C. Accuracy Metrics 

In terms of accuracy comparison, mean square error (MSE) and root mean square error (RMSE) 
were used as expressed in (7) and (8) consecutively, where 𝑦𝑖 denotes the observed data while 𝑦�̂� is 
the predicted values. The smaller the value, the less the error is. 

𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1  (7) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1  (8) 

 

Fig. 2. Activation function; Sigmoid, ReLU, and Tanh 
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III. Results and Discussions 

Nine permutation models of activation function were used in this paper with three various learning 
rates. Table 2 and Table 3 show the MSE and RMSE values for each model and learning rate used 
based on the simulation performed. Overall, it can be clearly seen that in terms of the usage of a single 
activation function, although the usage of pure sigmoid function provided the smallest RMSE, the 
RMSE gained from the three models were not significantly different.  

The results of single form activation function are shown in Figure 4, Figure 5, and Figure 6 for 
Sigmoid, ReLU, and Tanh respectively. The usage of Sigmoid-Sigmoid and Tanh-Tanh function 
could not recognize higher traffic pattern. On the contrary, ReLU-ReLU worked more superior in 
terms of pattern recognition although the RMSE was not the smallest one, but it was still more superior 
than Tanh function.  

Table 1. Parameter setting of Backpropagation Neural Network 

Parameters Value 

Maximum Iteration 3000 

Momentum 0.9 

Epoch 3000 

Hidden Layer 2 

Learning rate 0.1; 0.5; 0.9 

 

 

Fig. 3. Research flow 

Table 2. Parameter setting of Backpropagation Neural Network with single form activation function 

Activation Function Form Activation Function’s Order Learning Rate MSE RMSE 

Single form  

Activation Function 

Sigmoid – Sigmoid  0.1 0.01519463 0.12326648 

 0.5 0.01474695 0.12143701 

 0.9 0.01314681 0.11465952 

ReLU – ReLU 0.1 0.01679769 0.12960591 

 0.5 0.01536174 0.12394247 

 0.9 0.01373752 0.11720719 

Tanh – Tanh  0.1 0.01555421 0.12471651 

 0.5 0.01402152 0.11841251 

 0.9 0.01653229 0.12857797 
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On the other hand, when it comes to combination form between two different activation functions 
in the architecture, sigmoid could not recognize the high pattern properly whether in a single form or 
combination as presented in Figure 4, Figure 7, and Figure 8, unless it was mixed with ReLU, with 
ReLU placed in the first order as shown in Figure 9.  

ReLU is remained powerful whether combined with sigmoid or tanh function in the architecture 
by implementing it in the first order. Combined ReLU in the first order can be seen in Figure 9 and 
Figure 10. 

In terms of order, the performance of tanh function seems similar with ReLU that the accuracy 
result was not significantly changed whether in a single form usage or in combination as long as it 
was put in the first place then followed by other activation functions as illustrated in Figure 11 and 
Figure 12.  

IV. Conclusion 

Backpropagation neural network is applied to predict the inbound traffic designed in one input 
layer, two hidden layers, and one output layer with three kinds of activation functions, i.e., sigmoid 
function, rectified linear unit (ReLU), and hyperbolic Tangent (tanh) function. The design is used in 
single and combination forms obtaining nine permutations with three kinds of learning rates, i.e., 0.1; 
0.5; and 0.9 representing a low, middle, high rate. 

Based on the result, it can be seen that ReLu works more superior in recognizing the inbound traffic 
pattern than sigmoid and tanh function in the similar architectures and parameters used in the analysis. 
Hence, an interesting result could be concluded that in regards to the usage of two different activation 
functions in BPNN architecture, the selection of first-order activation function is crucial in order to 
gain superior prediction result and ReLU function is recommended to be used in the initial order to 
catch the high pattern in the data. In addition, in terms of predicting upper traffic utilization, the 
combination of a high learning rate and pure ReLU or a combination of ReLu-sigmoid or ReLu-Tanh 
is more suitable and recommended.  

As for future work, it is recommended to optimize the architecture and parameters, particularly in 
the number of neurons in the hidden layers and learning rate, respectively. Nevertheless, overfitting 
and convergence could be problems encountered in the process so that a proper architecture, activation 
function’s order, and parameter determination should be carefully performed. 

Table 3. Parameter setting of Backpropagation Neural Network with combined activation function 

Activation Function Form Activation Function’s Order Learning Rate MSE RMSE 

Combined  

Activation Function 

Sigmoid – ReLU  0.1 0.01608174 0.12681380 

 0.5 0.01583461 0.12583564 

 0.9 0.01518564 0.12323002 

Sigmoid – Tanh  0.1 0.01629544 0.12765358 

 0.5 0.01575635 0.12552430 

 0.9 0.01553580 0.12464268 

ReLU – Sigmoid  0.1 0.01380587 0.11749840 

 0.5 0.01430379 0.11959846 

 0.9 0.01541954 0.12417544 

ReLU – Tanh 0.1 0.01376507 0.11732464 

 0.5 0.01501619 0.12254058 

 0.9 0.01799144 0.13413217 

Tanh – Sigmoid  0.1 0.01602616 0.12659446 

 0.5 0.01476072 0.12149372 

 0.9 0.01651042 0.12849286 

Tanh – ReLU  0.1 0.01481934 0.12173470 

 0.5 0.01708461 0.13070810 

 0.9 0.01541536 0.12415862 
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(a) 

 
(b) 

 
(c) 

Fig. 4. Prediction result of single form activation function of Sigmoid function for each learning rate in BPNN: (a) learning 

rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  



20 Purnawansyah et al. / Knowledge Engineering and Data Science 2021, 4 (1): 14–28 

 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. Prediction result of single form activation function of ReLU function for each learning rate in BPNN: (a) learning 

rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  
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(a) 

 
(b) 

 
(c) 

Fig. 6. Prediction result of single form activation function of Tanh function for each learning rate in BPNN: (a) learning 

rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  
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(a) 

 
(b) 

 
(c) 

Fig. 7. Prediction result of combined activation function of Sigmoid-ReLU function for each learning rate in BPNN: 

(a) learning rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  
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(a) 

 
(b) 

 
(c) 

Fig. 8. Prediction result of combined activation function of Sigmoid-Tanh function for each learning rate in BPNN: 

(a) learning rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  
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(a) 

 
(b) 

 
(c) 

Fig. 9. Prediction result of combined activation function of ReLU-Sigmoid function for each learning rate in BPNN: 

(a) learning rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  
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(a) 

 
(b) 

 
(c) 

Fig. 10. Prediction result of combined activation function of ReLU-Tanh function for each learning rate in BPNN: 

(a) learning rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  
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(a) 

 
(b) 

 
(c) 

Fig. 11. Prediction result of combined activation function of Tanh-Sigmoid function for each learning rate in BPNN: 

(a) learning rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  
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(a) 

 
(b) 

 
(c) 

Fig. 12. Prediction result of combined activation function of Tanh-ReLU function for each learning rate in BPNN: 

(a) learning rate 0.1, (b) learning rate 0.5, and (c) learning rate 0.9  
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