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I. Introduction 

Management information systems or systems that are related to transactions will produce data that 
continue to grow every time a process is carried out. Those data that continue to grow are not balanced 
with the acquisition of information for other decision support. The information produced is usually 
monotonous in the form of daily, weekly or annual reports. This phenomenon is often referred to as 
"rich information poor data", which means an increase in the amount of data is not comparable to the 
information obtained. This is due to a lack of analysis of the data stack. 

Data mining is the solution to this phenomenon. Data mining is a method that applies data analysis 
and algorithms to create a specific identification of designs or model over the data [1]. Data mining 
will analyse large data to extract valuable new information or knowledge. One of data mining 
techniques that can be used to explore the relationship of new knowledge in the form of a combination 
of items hidden in the database is association analysis. The relationship can be represented in the form 
of association rules [2][3]. Association analysis measures the relationship between two or more hidden 
items in the database. The form of association rules is "If Antecedent Then Consequent", which means 
that the relationship strength of a product is determined when it is purchased with other products. The 
strength of the relationship of an associative rule can be measured by two parameters called support 
and confidence. Support value is the percentage of occurrence of a combination of items in the 
database. Confidence value or value of certainty reflects the strength of the relationships between 
items forming combinations in associative rules formed by the association. 
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Apriori algorithm is one of the methods with regard to association rules in data mining. 
This algorithm uses knowledge from an itemset previously formed with frequent 
occurrence frequencies to form the next itemset. An a priori algorithm generates a 
combination by iteration methods that are using repeated database scanning process, 
pairing one product with another product and then recording the number of 
occurrences of the combination with the minimum limit of support and confidence 
values. The a priori algorithm will slow down to an expanding database in the process 
of finding frequent itemset to form association rules. Modification techniques are 
needed to optimize the performance of a priori algorithms so as to get frequent itemset 
and to form association rules in a short time. Modifications in this study are obtained 
by using techniques combination reduction and iteration limitation. Testing is done by 
comparing the time and quality of the rules formed from the database scanning using 
a priori algorithms with and without modification. The results of the test show that the 
modified a priori algorithm tested with data samples of up to 500 transactions is 
proven to form rules faster with quality rules that are maintained. 
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Apriori algorithm is one of the forming rules of association in data mining. The initial research 
conducted by Agrawal in 1993 with the title "Mining Association Rules Between Sets of Items in 
Large Databases" was the beginning of the development of association methods using apriori 
algorithms [4]. In 1994, Agrawal and Srikant again conducted research with the association method 
entitled "Fast Algorithms for Mining Association Rules" [5]. The research was then focused on 
refining apriori algorithms that had been developed previously and from there apriori algorithm was 
known as one of the association rules forming algorithms. Apriori algorithm takes an iterative 
approach, that is, generating k-itemset that is used to form the next (k + 1) -itemset. The principle of 
apriori algorithm is if an itemset often appears frequently, then all subsets of the itemset must also 
appear frequently in all transactions stored in a database [2]. 

In this algorithm candidate (k + 1) -itemset is generated by combining two itemset on domain / 
size k. Candidates of (k + 1) -itemset containing the frequency of subset that rarely appears or below 
the threshold will be trimmed and not used in determining association rules [2]. In accordance with 
association rules, apriori algorithms also use minimum support and minimum confidence to determine 
itemset rules which are suitable for use in decision making. 

1-itemset is used to find 2-itemset, which is a combination of 2 items, for example, if buy Shirt 
then buy Long Pants. 2-itemset is then used to find 3-itemset which is a combination of 3 items, for 
example if you buy Shirts and buy pens then buy Long Pants and so on until there are no more k-
itemset that can be found in the database transaction [6]. 

Apriori reasoning uses prior knowledge of an itemset with frequent occurrence frequencies. It uses 
an iterative approach where k-itemset is used to explore (k + 1)-itemset [6]. Candidate (k + 1) -itemset 
is generated from merging two itemset on domain k. Candidate (k + 1) -itemset containing the 
frequency of subset that rarely appears or below the threshold will be trimmed and not used to form 
association rules [2]. 

There is a relatively huge amount of research on apriori algorithms [7][8][9][10][11][12][13]. 
Studies related to the application of apriori algorithms that are used as references in this study are as 
follows: 

1. The application of apriori algorithms that had been previously developed without using 
optimization techniques to obtain more efficient association rules [14].  

2. Improvised the apriori algorithm by determining "set size" and "set size frequency". Set size is 
the number of items per transaction while the set size frequency is the number of transactions 
that have at least "set size" items. This set size and set size frequency are used to eliminate 
insignificant key candidates [15]. 

3. Optimization of apriori algorithms by reducing or pruning the number of candidates for frequent 
itemset candidates on itemset Ck [16]. 

4. Improvised the apriori algorithm by reducing the number of transactions (transaction reduction) 
whose number of items transaction did not meet the specified limit value. Reducing these 
transactions has an impact on efficiency improvement when scanning databases [17]. 

5. The utilization of apriori algorithms to establish customer segmentation in the SMES sector 
[18]. 

6. Application of apriori algorithms to form associations in sales database [19][20][21]. 

The essence of all research on optimization of apriori algorithms is limiting the frequent itemset 
candidates that are generated by bypassing unwanted transactions so that it does not overtake or repeat 
database scanning excessively; so that it will produce better and faster association rules. 

Apriori algorithm has the disadvantage that it is less efficient on a larger database. Its performance 
will slow down because it has to do a large database scanning with a large number of transactions. 
Iteration is done repeatedly to get the frequent itemset combination in forming the right association 
rules. Modification techniques are needed to optimize the performance of apriori algorithms so as to 
get frequent itemset to form association rules in a short time [22][23][24][25][26][27][28][29]. 
Modifications in this study are obtained through combining combination reduction and iteration 
limitation techniques. 
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II. Method 

A. Association Analysis 

The association method is often used to analyse the contents of a consumer shopping cart in a 
transaction process [30][31]. The association method is also known as the market basket analysis. A 
simple example of an association method application is an analysis of a product purchased at a clothing 
store. The results will be obtained in the analysis, for example, the degree of possibility of consumers 
buying Trousers and clothes together. The application of the association method in the example can 
later help the shop owner to arrange the placement of goods and the inventory, or to make a promotion 
by giving special discounts for the combination of items that are often purchased. 

Association analysis can be explained as a process to explore association rules that meet minimum 
support and minimum confidence requirements, where support and confidence are explained as 
follows: 

1. Analysis of high frequency patterns, at this stage, is looking for item combinations that meet 
the minimum requirements of the support value in the database. The support value of an item 
is obtained by the following formula: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴) =
𝐿𝑜𝑡𝑠 𝑜𝑓 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒 𝐼𝑡𝑒𝑚 𝐴

𝑇𝑜𝑡𝑎𝑙 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒
 (1) 

The support value of 2 items is explained by the formula below: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 𝐴, 𝐵 = 𝑃(𝐴 ∩ 𝐵)  (2) 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 𝐴, 𝐵 =
∑ 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒 𝐼𝑡𝑒𝑚𝑠 𝐴 𝑎𝑛𝑑 𝐵

∑ 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒
  (3) 

2. Formation of Association rules is sought after all high frequency patterns have been found: 
those which meet the minimum requirements for confidence by calculating the confidence 

value of associative rules A → B.  

The confidence value of A → B rules is obtained from the formula as following: 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 𝑃(𝐵|𝐴) =
∑ 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒 𝐼𝑡𝑒𝑚𝑠 𝐴 𝑎𝑛𝑑 𝐵

∑ 𝑃𝑢𝑟𝑐ℎ𝑎𝑠𝑒 𝐼𝑡𝑒𝑚 𝐴
  (4) 

The following is an example of clothing sales data. Each transaction data written as in the table 1. 
The sales data on Table 1 is translated into tabular forms 1-itemset as in the Table 2. The results of 
the translation will be used to form the next candidates (k + 1) –itemset. A combination of 2-itemsets 
that might be obtained by pairing one product with another product from Table 2, then calculating the 
number of occurrences in each transaction by scanning the database. The result of the combination 
written as the Table 3. 

Table 1. Sales table 

Id Date Clothing Name 

1 2017-08-01 Jacket, T-Shirt 

2 2017-08-01 T-Shirt, Shirt, Trousers 

3 2017-08-01 Shirt, Trousers 

4 2017-08-01 Shirt, Shorts, Trousers 

5 2017-08-01 Shirt, Trousers, Jacket, T-Shirt  
 

 

Table 2. Description of transactions to form 1-itemset 

No Jacket T-Shirt Shirt Trousers Shorts  

1 1 1 0 0 0 

2 0 1 1 1 0 

3 0 0 1 1 0 

4 0 0 1 1 1 

5 1 1 1 1 0 

Total 2 3 4 4 1 
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Table 3 shown the prospective of 2-itemsets Candidates. If the threshold value (min_support) = 2 
is obtained for the candidate on Table 3, frequent 2-itemset is as follows 

F2 =  
Jacket, T-Shirt 
T-Shirt, Shirt  
T-Shirt, Trousers 
Shirt, Trousers 

The frequent 3-itemsets candidates are formed in the same way. Similar method is used in pairing 
item one with other items to form a 3-itemset candidate as in the Table 3. 

The threshold value (min_support) has been predetermined = 2. Therefore frequent 3-itemset from 
Table 4 is obtained as follows: 

F3 = T-Shirt, Shirt, Trousers 

If (k + 1) -itemset that can be formed no longer exists, the support and confidence value for each 
frequent itemset combination is calculated. Association rules are formed based on selected frequent 
(k + 1) -itemset. 

The selected association rules are a rule that has a confidence value greater than or equal to the 
min_confidence value. The min_confidence value is 80%. The following Table 7 forms the 
association rules on Table 5 and Table 6. 

The Rules of Final Association shown on Table 7 aims to choose the most suitable rules as a guide 
to improve decision making and marketing strategies. This stage produces output in the form of 
frequent itemset or rule with the highest multiplication of support and confidence value. This stage is 
the final conclusion of the apriori process which later explains that association rules with the strongest 
influence are rules that have the highest multiplication of support and confidence values. 

Table 3. Prospective of 2-itemset candidates 

Combination  Number 

Jacket T-Shirt 2 

Jacket Shirt 1 

Jacket Trousers 1 

Jacket Shorts 0 

T-Shirt Shirt 2 

T-Shirt Trousers 2 

T-Shirt Shorts 0 

Shirt Trousers 4 

Shirt Shorts 1 

Trousers Shorts 1 

 

Table 4. Prospective of 3-itemset candidate 

Combination   Number 

Jacket T-Shirt Shirt 1 

Jacket T-Shirt Trousers 1 

Jacket T-Shirt Shorts 0 

Jacket Shirt Trousers 1 

Jacket Shirt Shorts 0 

Jacket Trousers Shorts 0 

T-Shirt Shirt Trousers 2 

T-Shirt Shirt Shorts 0 

T-Shirt Trousers Shorts 0 

Shirt Trousers Short 1 
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Apriori algorithm uses all items in the database transaction every time the process of the scanning 
database generates combinations. It is very timely inefficient, because the items that rarely appear are 
still used in forming combinations. Figure 1 shows the flowchart of apriori algorithm. 

The explanation of the flowchart on Figure 1 can be described as follows: 

1. Determining the minimum support and minimum confidence value using approximate values 
by trial and error. In this research, this has been determined for minimum support = 2 and 
minimum confidence = 80% 

2. Apriori Algorithm using the iterative approach for k-itemset is generated to form the next (k 
+ 1) –itemset. 

3. (k + 1) -itemset candidates which are formed with frequencies that rarely appear in the 
database or below the threshold (min_support) will be eliminated and not used in determining 
association rules. 

4. 1-itemset is formed by scanning a database and then the number of occurrences of each item 
on each transaction is counted. 

5. Furthermore, the itemset is used to form 2-itemsets. Candidates for 2-itemset are formed by 
pairing one item with another item so that it forms a 2-itemset combination. 

6. The value of 2-itemsets that have been formed is then calculated for its appearance on every 
transaction. The threshold (min_support) value is determined to eliminate candidates that are 
not frequent. 

7. The support and confidence values of the 2-itemset that qualify are then calculated. 2-itemset 
whose support and confidence values are above or equal to min_support and min_confidence 
will be used to form association rules. 

8. Then iteration is repeated by using formed 2-itemset to find 3-itemset and so on until there is 
no more frequent (k + 1)-items left. 

9. After all association rules from frequent (k + 1) -itemset are formed, then the values of support 
and confidence are calculated. Multiplication results from the highest support and confidence 
values are the best association rules of all transactions in the database.  

Table 5. Prospective association rules of F2 

IF Antecedent, then Consequent Support Confidence 

If Jacket, then T-Shirt 2 / 5 = 40% 2 / 2 = 100% 

If T-Shirt, then Jacket 2 / 5 = 40% 2 / 3 = 66.7% 

If T-Shirt, then Shirt 2 / 5 = 40% 2 / 3 = 66.7% 

If Shirt, then T-Shirt 2 / 5 = 40% 2 / 4 = 50% 

If T-Shirt, then Trousers 2 / 5 = 40% 2 / 3 = 66.7% 

If Trousers, then T-Shirt 2 / 5 = 40% 2 / 4 = 50% 

If Shirt, then Trousers 4 / 5 = 80% 4 / 4 = 100% 

If Trousers, then Shirt 4 / 5 = 80% 4 / 4 = 100% 

 

Table 6. Candidate rules association of F3 

IF Antecedent, then Consequent Support Confidence 

If T-shirt and shirts, then Trousers 2/5 = 40% 2/2 = 100% 

If T-Shirt and Trousers, then Shirt 2/5 = 40% 2/2 = 100% 

If Shirt and Trousers, then T-Shirt 2/5 = 40% 2/4 = 50% 

 

Table 7. Rules of Final Association 

If Antecedent, then Consequent Support Confidence Support * Confidence 

if buy Jacket, then buy T-Shirt 2 / 5 = 40% 2 / 2 = 100% 0.4 

if buy Shirt, then buy Trousers 4 / 5 = 80% 4 / 4 = 100% 0.8 

if buy Trousers, then buy Shirt 4 / 5 = 80% 4 / 4 = 100% 0.8 

if buy T-Shirt and Shirt, then buy Trousers 2 / 5 = 40% 2 / 2 = 100% 0.4 

if buy T-Shirt and Trousers, then buy Shirt  2 / 5 = 40% 2 / 2 = 100% 0.4 
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Apriori algorithm has the disadvantage that it is less efficient on a larger database. The apriori 
algorithm performance will slow down because it has to perform an extensive database scanning with 
a large number of transactions and repeated iterations to get the combination of frequent itemset so 
that it forms the right association rules. These weaknesses can be overcome by applying modification 
techniques on the formation of candidates of the frequent itemset combination. 

B. Combination Reduction 

The modified algorithm in this study employs methods of reduction combination or different 
generated reduction combinations. Combination reduction handles frequent itemset or a combination 
of the results of the previous scanning database to form the next itemset candidate. The generated 
combination then contains frequent itemset from the results of previous scanning database. The 
combination formed by this method is certainly fewer than combinations that are formed by apriori 
method without modification and have more opportunities to become frequent itemset because the 
combination used to form the next itemset is a frequent itemset. Apriori method without modification 
consumes more time because of repeated scanning to generate all combinations without regard to the 
previous frequent itemset. 

Start

Set min_sup
Set min_conf

Scan database
to generate 1-itemset

k = k + 1

Scan database
to generate candidate  of k-itemset

Generated set = 
null ?

Scan the database to calculate the number 
of occurrences (S) of each k-itemset

No

Delete k-itemset with S < min_sup

Stop

Yes

Calculate the support and 
confidence for each k-itemset

Delete k-itemset < min_conf

Output
Association rule

Input Transaction 
Database

 

Fig. 1. Flowchart of Apriori Algorithm [11] 
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1) Specifying Items that are used to Generate Combinations (1-Items) 

Finding 1-itemset has to be completed before generating a possible combination that appears.  
The 1-itemsets must qualify the minimum support emergence that will be used to form 
combinations in the search for frequent itemset. 1-itemset is searched by scanning the database and 
accumulating the number of occurrences of each item in all transactions. Items whose occurrence 
values are less than the minimum support are not used in determining the combination of (k + 1)-
itemset while items that are qualified will be used as a combination pair in forming the next 
itemsets. 

2) Generating Itemset Combinations based on Previous Frequent Itemset 

After obtaining frequent itemset from 2-itemset resulting from the initiate database scanning, 
then the combination 3-itemset candidate is generated by simply pairing frequent itemset from 2-
itemset with other items that meet the minimum support. 3-combination itemset candidates that do 
not contain frequent itemset from 2-itemset and items unqualified for the minimum support do not 
need to be generated. This will result in considerable time saving, low computing and avoiding the 
memory allocation to run out. 

For example; shorts Item in the Table 8 above are removed. This is because the occurrence values 
less then minimum support = 2. After going through the process of forming a combination with apriori 
algorithm, frequent 2-itemset is obtained from the scanning database, namely:  

F2 =  
1. Jacket, T-Shirt 
2. T-Shirt, Shirt 
3. T-Shirt, Trousers 
4. Shirt, Trousers 

Results from frequent 2-itemset then is used to make 3-itemset candidate. Iteration is obtained 
through similar previous method by pairing just a combination that includes frequent 2-itemset only 
with one other item that meets the minimum support. The 3-itemset candidates are obtained as in the 
Table 9 which illustrates that combinations are generated only for those that contain frequent itemset 
of 2-itemset paired with other items with minimal support qualification. Consequently, the unqualified 
items have been removed. This combination reduction will reduce computation in forming 
combinations so that it saves time and accelerates the apriori algorithm to find association rules. 

Iteration in apriori algorithms is not limited until all combinations of generated itemset appear in 
transaction data; in which in this case are as many as the number of items contained in the transaction. 
The application of iteration limitation here is to limit the repetition of the scanning database in 
generating a combination of (k + 1) -itemset. It is obtained by using the mode formula to find out how 
many items are often purchased in one transaction that often occurs. 

Table 8. Items that Meet the Minimum Support 

No Jacket T-Shirt Shirt Trousers 

1 1 1 0 0 

2 0 1 1 1 

3 0 0 1 1 

4 0 0 1 1 

5 1 1 1 1 

Number 2 3 4 4 

 

Table 9. Prospective 3-Itemset Candidates 

Combination   Amount 

Jackets T-Shirt Shirts 1 

Jackets T-shirts Trousers 1 

Jackets Shirts Trousers 1 

T-Shirt Shirt Trousers 2 
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In the example, 100 transaction samples and 25 items that meet the minimum support are exercised, 
and the number of transactions that often appear are as many as 2 items in the transaction. Most 
consumers buy 2 items in one transaction. This can be used as an iterative delimiter where up to 2 
frequent itemset in accordance with the habits are often done by consumers and this process faster and 
more efficient. 

Based on the transaction data on Table 10, the set size of transactions that often appear is set size 
= 2 and set size = 4, then the value used is the largest value: k = 4 because the possibility of getting 
the best association rules becomes greater. Iteration to search (k + 1) -itemset with apriori algorithm 
will be halted until no more frequent itemset and the maximal limit of iteration is k <= 4. 

III. Results and Discussions 

This study was conducted to determine the results of the comparison of apriori algorithm without 
modification and with a modified apriori algorithm. Modifications of apriori algorithm are expected 
to be faster in generating association rules so that they are more time-efficient. 

Ratio results are measured in terms of required time between apriori algorithms without 
modification with the apriori algorithm that have been modified. Both algorithms are exercised with 
several database samples with the number of transactions that continue to grow and each experiment’s 
required time is calculated until it establishes the association rule. The algorithm’s required time is 
obtained from the algorithm’s expiry time calculation. This aims to obtain the algorithm of time-
reduced association rules which is executed in accordance with the formula as follows: 

$𝑟𝑒𝑞𝑡𝑖𝑚𝑒 = $𝑡_𝑠𝑡𝑎𝑟𝑡𝑡𝑖𝑚𝑒 − $𝑡_𝑒𝑛𝑑𝑡𝑖𝑚𝑒  (5) 

The results of the required time comparison of the algorithm can be recorded in Table 11 which 
shows comparison on data sample 400 and 500 in Apriori without modification is failed because the 
database server is error (time out). The memory bandwidth cannot accommodate the large iteration of 
data. The result graphs of measurement in terms of time and number of transactions which shown in 
Figure 2: 

Graph of research time comparison on Figure 2 shows that the apriori algorithm that has been 
modified is more time efficient in order to obtain association rules. The horizontal data show the 
number of transactions while the vertical data shows the required time to get the association rules. The 
red lines represent the development of the results of apriori with modification, while the blue lines 
represent the development of the results of the apriori without modification. Apriori without 
modification represented by a blue line shows a sharp increase, meaning that the more data increases, 
the higher the computation in the combination formation process and the more time needed to obtain 

Table 11. Comparison of apriori algorithm time with multiple sample transaction 

No. Sample Transaction 
Required time (in microseconds) 

Apriori Apriori Modification 

1 100 6.16 0.81 

2 200 144.90 5.16 

3 300 942.87 18.08 

4 400 Failed 36.71 

5 500 Failed 75.64 

 

Table 10. Transaction Data with Set Size for Iteration Limitation 

TId Transaction Name Item Name Set Size 

1 2013-06-10 Jacket, T-Shirt 2 

2 2013-06-10 T-Shirt, Shirt, Trousers 3 

3 2013-06-10 Shirt, Trousers 2 

4 2013-06-10 Shirt, Shorts, T-Shirt, Trousers 4 

5 2013-06-10 Shirt, Trousers, Jacket, T-Shirt 4 
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frequent itemset. The red line shows an increase that is not too sharp and tends to be flat, meaning that 
even though the transaction data continues to increase the required time is proportional to the increase 
in transaction data. 

The results of several trials with several transaction samples show that the quality of association 
rules obtained by apriori modification algorithms is no different from unmodified algorithms. The 
association rules obtained from the apriori algorithm without modification with the modified 
association algorithm are the same in several attempts. The results of the experiment show that there 
is no quality degradation from the established association rules. 

IV. Conclusion 

Apriori algorithm is suitable to be applied to transactions in large database to find frequent itemset. 
Association rules that result from frequent itemset can then be used for improving decisions in 
organizing item displays, arranging inventory or promotion strategies with the example of applying 
discounts for combination items that often appear in transactions according to the established 
association rules. Apriori performance that slows down in larger databases can be optimized by using 
modification method. Apriori algorithm that has been modified with combination reduction and 
iteration limitation techniques has proven to be more efficient in terms of time than the performance 
of unmodified algorithms in generating association rules. The quality of the resulting rules is also 
unchanged, in other words the results obtained are similar between the apriori algorithm without 
modification and the modified apriori algorithm. 
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