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In this article we present Akson, a web-based audiovisual (AV) environment 
for networked interaction and performance. As a result of research in the 
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1. INTRODUCTION

Leveraging the cloud as an ecosystem and medium for collaborative soft-
ware development is a very common choice today. The easy access to the 
Internet provided by contemporary digital devices, as well as the various 
programming interfaces present in browsers, promotes the democratiza-
tion of collaborative endeavours. In fact, the software is specifically de-
signed with the potential of the Internet as structure for connecting people. 
Given the technical advances in browsers to perform audio and graphics 
almost near-native speed (see Lyu, 2021) this research sought to design 
an AV environment – Akson – that would allow an augmented artistic 
practice distributed around the world. Using contemporary digital devices, 
provided with screens, as Manovich (2001) said, we can understand and 
use the screen as a window that shows us another virtual space, that is, a 
world that is situated in our physical space (Teixeira, 2018).

2. THE INTERFACE AND THE NETWORK

Akson is an AV environment with its own network. Given the nature of 
the web, and the way software exists on a website, it must be divided 
between page and server – no matter what features it may offer. A con-
nection structure has been developed from scratch in node.js (Mardan, 
2018) and hosted in the Heroku infrastructure (Surianarayanan & Chelliah, 
2019), a service that has similar properties to Amazon AWS, in order to 
have a scalable project with a dedicated Unix machine. This structure al-
lows, within Akson, to control not only the environment and its instruments 
but also how users will interact with each other, opening possibilities of 
internal communication (see scalability proposal on Arandas et al. 2019). 
Given the nature of the subject and how one interface can be multiplied, 
extended and operated by multiple others, it is possible to make the initial 
statement – that Akson is an environment where users can create sound 
and graphics as well as create it with each other – see figure 1. The fact 
that they can create with each other inherits that it must have or exist in 
a network. Given its centralised nature (see Arkko (2020) for an essay on 

Figure 1: Akson AV Environment Graphic User Interface
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144 the topic), everything in the environment – regardless of interface and lo-

cation – passes through the server. The network boundaries in Akson are 
specified by the connections made – if it is not connected to the server, it 
is not part of the virtual network. 

On the established server, is where the various interaction models 
are organized – later presented. These models define how users interact, 
and users are defined as instances connected to the server, for the 
same artist can use more than one1. It is on the server, where an initial 
management of the data flow is made. Once a device is successfully 
connected, and if it can run the project code, the AV system and its 
controls are then rendered.

The interacting space – i.e., the web page where Akson exists – is 
developed as a multi-instrument environment. This division has made it 
possible to establish relationships between the interaction models – that 
is, between the humans who interact and their roles in performance – 
and by the various controls it offers it is then possible to explore various 
visual and sound properties. For a better understanding, we can divide the 
software presented as: 1) a networked AV environment that allows the use 
of several instruments; 2) an adaptable connection structure with models 
of interaction between various instances of Akson in a customised way; 3) 
a collaborative space in which the gesture of each user can be echoed in 
various interfaces around the world.

3. GRAPHICAL INTERFACE

The environment consists of an audio system and a graphics system that 
allows interaction by clicking the screen or the computer mouse. Through 
interaction with the graphics system the user has both visual and sound 
reproduction that can later be customized – the graphics system consists of 
3D scenes with geometries in space and shaders that can be applied later, 
the audio system of a polyphonic synthesizer, noise sources and filters. The 
way to customize these properties is from a graphical user interface (GUI) 
that is composed of elements such as sliders, buttons, and knobs. This way 
an interaction approach is made based on touch and not on code writing 
– see Thompson & Wilson (2020) for recent contributions in live coding. 
Akson was developed using Google Chrome (Gray, 2009) as a target plat-
form and keeping the features described, it has two types of operation – as 
desktop or as mobile device. These two terms are used for classification, 
yet devices such as iPads capable of executing all the necessary controls 
on a desktop will be assumed to be so – at the beginning of the page the 
device is scanned to see if it is considered vintage, does not have a large 
enough display or cannot run the necessary libraries – even though it is 
a mobile device. When the interface cannot run the page, there is no GUI 
and its elements. This is a way to include the ones that are not able to use 
all the features of the environment and can eventually be used as resonant 
machines in space (see the work of Clément et al. (2016) in orchestrating 
the audience during performance). Detailed in the next sections are the vari-
ous panels that are part of the GUI as well as their functionalities2. 

1  User from a programmatic point 
of view, is an instance that has 
established connection to the server. 
It is always possible for the same 
person to have several instances. 
Akson users can be i.e., musicians 
on stage, as well as members of the 
audience with multiple mobile phones. 

2  The main repository of Akson 
can be found at https://github.
com/luisArandas/akson. 
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145 3.1. MASTER DIALOG

Entitled Master Dialog is one of the five panels that make up the GUI 
– figure 4. Here the user can find general controls of the environment – 
adopted the name master as in master fader (see Yamazaki, 2015). The 
term is inherited as it eventually stands out from other potential controls 
offering features such as the ability to mute the entire application (Pfeiffer 
& Green 2015). It consists of eight knobs where: 1) we can control the 
volume and general lighting of the application; 2) control the volume of 
the two independent audio generators; 3) control three band-pass filters; 
4) apply a high and low crossover – (items 3 and 4 act globally, i.e., in the 
audio main out). It also has three buttons to turn the rendering on and off 
and open another panel entitled System Dialog – figure 4 – that the only 
function it has is to display text with the specifics of the system – as far as 
the browser allows us (see Mowery et al. (2011) for device fingerprinting). 
At the bottom of the panel there is an oscilloscope to visualize the audio 
master signal. 

3.2.  INSTRUMENTS DIALOG

As mentioned, Akson is designed to be an environment composed of 
instruments, namely four (see Magnusson 2009 for the limits of a musical 
instrument). Two for the audio system entitled Lead (a six-voice polyphon-
ic synthesizer) and Background (a filtered noise source), one for graphics 
entitled Graphics (to control various properties of the visual scenes) and a 
combination of the two entitled Post-Prod acting on general AV properties 
of the environment. The properties of the various instruments that can be 
modified are present in the Intruments Dialog – figure 5 – panel which in 
turn is divided by tabs. As individual GUI elements in this panel we have 
64 sliders and 96 buttons all with numeric display of the modified number 
percentage and nomenclature. 

Lead Tab – Controls such as an amplitude envelope (using ADSR, 
see Deutsch et al., (1978)), harmonicity, ring modulation, partial 
harmonics, phase, wave type (sine, square, saw and triangle) and 
virtual filters such as vibrato and reverb are found.

Background Tab – The noise source has an automated filter that can 
be changed (a filter with a low frequency oscillator (LFO) connected 
to the cutoff frequency), creating modulation. For both, it is allowed 
to change properties such as minimum and maximum frequency 
limit, signal type (white, brown, or pink), gain, octaves, and base 
frequency, LFO rate and a filter chain composed of phaser and 
reverb applied to the signal. 

Graphics Tab – Akson creates, at the moment of loading the page, 
a 3D field composed of four scenes which in turn are composed of 
independent geometries. In this panel it is possible to control the 
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146 incident light of each one (for the graphic context, artificial lights and 

camera are necessary), camera aspect, zoom and field of view, and 
change the dimension of each group of geometries in the three axes 
independently (scaling methods) (Angel & Shreiner, 2013). 

Post-Prod Tab – Both visual and sound, are found methods such as 
shaders – four pieces of GLSL code (Wolff, 2018), a custom scale/
note engine for the Lead (ordered synthesizer note groups), and 
camera offsets (useful for multi-monitor/multi-machine future work), 
preset buttons and visual meters (frames per second, milliseconds 
of delay and performance memory). It is possible for the user to 
click on specific notes (from C2 to B5), clean and create his own 
relationship scale3.

3.3.  LOGS DIALOG

The panel entitled Logs Dialog is a console that prints text of actions taken 
towards the environment – figure 4. It prints all methods of the interface 
done by the user, such as i.e. which note has been played, which slider 
value is to be modified, the action executed by a button, as well as the 
actions that another user may have in our environment4. It works as a 
monitoring system for the AV methods.

3.4.  TOP BAR

The five mentioned panels have the possibility to be moved in the two-di-
mensional space so that the user may arrange them to their best taste 
(for future work, each panel can be used in different tabs of the browser). 
However there is a third panel considered as a top bar with five buttons 
that can be hidden but cannot be moved. From left to right, these execute: 
1) a modal window with text about the nature of the project; 2) a dialog 
entitled Save Settings; 3) changes between the 3D scenes; 4) refreshes 
the web page; 5) a modal window with the interaction models. 

Save Settings – A small dialog with the ability to record audio and 
save images. It consists of 5 buttons divided into two boxes called 
Save Frame and Save Audio. The first one has 3 buttons, the 
New Page (opens a new tab with a camera capture), Save to Disk 
(downloads a capture from the camera) and Save 360 (it does a 
360º capture from the same camera). The second has two buttons, 
Start Audio (as a record button) and Stop Audio (to end the recording 
that is running). There is also an audio object to play and download 
the recorded audio track – see figure 9.

Figure 2: Screenshots of the four default graphical scenes of Akson.

3  It is also possible to apply presets 
of scales used around the world 
(Major; Minor; Melodic; Harmonic; 
Pentatonic (Major and Minor); Adonai 
Malakh; Hungarian; Hirajōshi; Ionian; 
Locrian). The scales are originally all 
set in C to facilitate a start pattern.

4  The console also prints actions in 
the environment taken by other users 
who share the same space – which 
will be explained in more detail in 
the various interaction models.
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147 4.  INTERACTION MODELS

The moment an interface establishes a connection to the server and 
becomes an Akson instance, it has one of the interaction models. Given 
the focus of this research on networked artistic practices and given the 
structure of server-client (see recent proposal by Le, et al., 2020) connec-
tions, we developed interaction typologies based on Winkler’s Composing 
Interactive Music (1998). The book’s proposals have all been implemented 
from scratch and are based on the role performance members play – Im-
provisation Model, The Conductor Model and The Chamber Music Model5. 
The roles are considered from the four instruments described, specifying 
them as separate6 (four are proposed using the String Quartet as an ex-
ample). As mentioned in Arandas et al. (2019), the server controls the flow 
of information, but the interfaces establish the interaction matrices, each 
user – that is not considered mobile device – can instantly change the 
interaction model if they wish (see Matuszewski et al., 2019). This can be 
measured by the amount of information that passes through the server re-
gardless of the interface, whether used by the performers or by audience. 
The connection of devices and people through a network, their application 
in performance and the fact that we consider information flows contained 
in communication routes that have barriers can be seen up to The League 
of Automatic Composers and their work in the 1970’s (Barbosa, 2006). 
The aforementioned Winkler (1998) inspirations are transposed to Akson 
in the form of centralised connection models (Mills, 2019; Baran, 1964). 
They are entitled descenter model, streamed model and allocate model – 
figure 9. There is also the possibility to choose the alone model which is 
the absence of interaction (stops all incoming and outgoing connections, 
ending the collaboration), and the user can always switch dynamically 
between them.

Figure 3 | Image of a flyer designed by Rich Gold 
from 1979 showing different network topologies 
between computers (referenced from Barbosa, 
2006).

5  The Free Improvisation model is 
also considered; however, the act 
of improvising is here regarded as 
possible in any of the models. The 
alone model takes this place by 
the degree of freedom offered.

6  Given the openness to use the 
software in customised contexts, the 
limit of the instrument can be crossed. 
The various models only offer ways 
to differentiate them practically.
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148 4.1.  FIRST MODEL – DESCENTER

The first model of interaction – also the initial when the page is loaded – is 
entitled descenter and is based on The Improvisation Model, paradigm of 
the Jazz Combo (Winkler, 1998). It is a model where the user is by default 
in collaboration receiving and transmitting actions in the Lead (as triggers, 
equal to the click). All other properties of the environment are controlled 
by the user in question, and when someone enter the server, it is printed 
in the Logs Dialog – the color of the geometries also changes when a click 
is made, regardless of who did it. This was the first model to be developed 
and tested. “We are honoured to be in somebody’s computer. You are very 
close to a person when you are on his desktop. I think the computer is a 
device to get into someone’s mind.” (Paesmans, 1995, as cited in Jana & 
Tribe, 2009)

4.2.  SECOND MODEL – STREAMED

The streamed model allows all instances – which are in this model – to con-
trol anything in all others. Any small change in the interface will be sent to 
all the Akson instances that share this model. This method is based on The 
Conductor Model, paradigm of the Symphony Orchestra (Winkler, 1998) 
and aims to make every instance have the same control over each other. 
It is designed to be used with one computer and multiple mobile devices 
that do not have access to the controls and are just machines for spatial-
ization. The development of this model derived from feedback obtained 
after a public performance done with the descenter model. All features of 
the environment can be streamed as a bidirectional event, so Akson can be 
used as a source of coordination on live performances with large numbers 
of distributed mobile devices or between various instances that can extend 
the methods to each other. “Concerning live performance, designers must 
not only consider awareness and communication between the musicians, 
but also their relationship with the audience.” (Fencott, 2012) 

4.3.  THIRD MODEL – ALLOCATE

The allocate model allows the user to choose his role for performance. 
After selecting the 5th button mentioned in the Top Bar, the user is pre-
sented with a panel called Allocate System – figure 9 – where four op-
tions with the name of each instrument are present. This method is based 
on The Chamber Music Model, paradigm of the String Quartet (Winkler, 
1998) and allows the user to take the position of only one instrument and 
control it, closing the transmission of the various methods other than this 
instrument. The other participants of Akson that share this model can have 
the same role or choose other one. This method was born from feedback 
obtained in the second public experiment and referenced by the laptop 
performance practice (i.e. the computer network music band The Hub 
(Boutwell, 2009) and Birmingham Ensemble for Electroacoustic Research 
(Akkermann, 2016). 
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149 “When laptop performance interfaces move beyond simple one-to-

one mappings, they present unique ensemble challenges, particularly in 
terms of the synchronization and sharing of musical material. Specialized 
improvisation environments for specific performances (e.g. Trueman, 
2008) or ensembles (e.g. Rebelo and Renaud 2006) can help groups to 
negotiate these challenges and structure their collaboration.” (Freeman & 
Van Troyer, 2011) 

5.  PUBLIC EXPERIMENTS

This section presents the public experiments done with the Akson environ-
ment. The choices made in the development of the software were based 
on the feedback obtained, promoting a recursive way of doing research 
between the laboratory and the field (characterised as an inter-disciplinary 
mixed method research approach conducted ‘in the field’ that serves 
applied and theory building purposes (Reimann, 2011)). Each experiment 
informed the next model to be developed until all three were finalised. 

5.1.  FIRST EXPERIMENT: CENTRO DE ALTO RENDIMENTO 
ARTÍSTICO

The first experiment was held on February 19, 2019, in Centro de Alto 
Rendimento Artístico (CARA) located in Real Vinícula, home of the Mato-
sinhos Jazz Orchestra (OJM), and the equipment used was provided by 
its Educational Service. 

5.1.1.  THE PERFORMANCE

The performance was composed of 6 people all with advanced musical 
knowledge and with experience in artistic performance. Participants knew 
that it was a public test of experimentation belonging to a research in 
collaborative AV systems and all had links to the academic environment. 
There were 9 computers, 9 sound devices, a mixer, a sound system, 3 
mobile phones, an electric guitar and the WI-FI connection was relatively 
quick – in CARA’s network. The computers were of model iMac 2017 - 21.5 
inch running OSX High Sierra, version 10.13.6 with a processor of 2.3GHz 
Intel Core, RAM memory of 8Gb 2133 MHz DDR5 and an Intel Iris Plus 
Graphics 640 card 1536Mb of 1920x1080. Each sound device was con-
nected to each computer and going to the main mixer – of model Focusrite 
Scarlett 2i2 (2nd Gen using a sample rate of 96KHz with 24-Bit conversion 
and 2 pre-amplifiers. The connection was done by TRS terminal to a mixer 
Mackie Micro Series 1402-VLZ of 14 channels and then by XLR to a Meyer 
Sound system. There were two ultra-compact wide coverage loudspeak-
ers of model UPM-1P at each corner of the room that squeezed all these 
channels to a stereo. Alongside the computers, were 3 mobile phones con-
nected to the system that were not flowing audio to the mixer but served as 
resonating devices in the room. They were all Android devices, two were 
running EMUI 5.0.3 and the other 9.0 Pie operating system. One of the 
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150 participants that brought his personal guitar of model Ibanez RG2570 EX 

Prestige was playing alongside the other participants and was processing 
the sound using Bias FX from Positive Grid in his own laptop. 
There were more devices than participants, thus offering some versatility, 
and the internet connection showed no problem to solve on the OJM net-
work, the machines were connected, and no latency was noticed. A speed 
test was carried out before starting to show that ports 8000 and 5000 were 
open (the ones needed), <4.20Ms latency, <6.26Ms jitter, a download rate 
of <60.77Mbp/s and a little volatile upload speed of <92.00Mbp/s. The 
experiment started at 15:00 and took 15 minutes until everyone stopped 
playing with the system.

5.1.2.  THIRD MODEL – ALLOCATE

The participants after the involvement demonstrated some similar opinions 
regarding Akson and its use. There was a clear general desire to increase 
the relationship between musicians while playing, and a more visible form 
of contact between them. 

The participants agreed that it would enhance the performance if 
they had some kind of visual display of what the others were doing in 
the user interface, while playing.

The participants also felt the need to have a main master control to 
shut down the system at the same time.

There was a general opinion that there should be “more clarity in 
sound propagation between machines” when that happens and why.

This data informed the development of the next model and therefore the 
next experiment. Before the subjects started playing, they knew it was a 
networked collaborative system, but they actually didn’t really know how 
to interact with the interface and how to control it. To provide an easy 
learning curve, was presented an image moments before starting that had 
some instructions on basic controls such as how to change visual scene 
and how to trigger the GUI. 

5.2.  SECOND EXPERIMENT: GNRATION

The second experiment was held on April 27, 2019, in gnration gallery lo-
cated in Braga during its annual open day. It was done under the context of 
Braga Media Arts (BMA) with equipment provided by its Educational Service.

5.2.1  THE INSTALLATION

The second public experiment was presented as an experimentative 
installation. It allowed the use of Akson by interacting with computers 
present as well as by establishing a connection using mobile devices. It 
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151 was presented from 11:00-13:00 and 14:00-17:00 to any type of partici-

pant (i.e. regardless of age or previous knowledge). This experience has 
been much more adhered to than the first, in terms of participants – also 
thanks to the participatory nature of the installation. It was composed 
of 5 computers, sound system and video projection. We had the cen-
tral processing machine which was of model Mac Pro (late 2013) with 
a processor 3.7GHz Quad-Core Intel Xenon E5, RAM memory of 12Gb 
1866MHz DDR3 ECC, graphics card AMD FirePro D3000 2048Mb run-
ning OSX El Capitan 10.11.6. The projection and sound system were 
from this machine – the main HDMI connected to an Optoma GT1080E, 
a 1080p resolution projector with 3000 ANSI Lumens. The sound system 
chain started with an USB 3.0 connection to a Behringer U-Phoria UM2, 
an audio interface of 2 entrances and 2 way outs with 48KHz on 16-Bit. 
It connected by TRS terminal to an Alto Professional 350 Watt MIXPACK 
Express PA. This sound system came with two 10 inch speakers, a built-in 
mixer with seven-band graphic EQ and integrated Alesis DSP with 24-bit 
effects that weren’t used. Alongside the main processing machine there 
were 3 13-inch MacBook Air running OSX Mojave version 10.14 with a 
processor 1.8GHz Intel Core i5, RAM memory of 8Gb 1600MHz DDR3, 
a graphics card Intel HD Graphics 6000 1536MB. And one MacBook Pro 
running OSX Sierra version 10.12.6 with a processor 2.2GHz Intel Core 
i7, RAM memory of 16Gb 1600 MHz DDR3 with a graphics card Intel 
Iris Pro 1536Mb. These served as distributed devices in space and were 
displayed around a table that was in the room. The video was pointing to a 
wall without posterior mapping but carefully calibrated and the sound sys-
tem was equalised in accordance with the room so the other installations 
wouldn’t be disturbed.

The preliminary tests that were done in the used WI-FI network were 
very satisfactory given the volatile nature of the network in a public gallery. 
The speed test showed a latency of <11Ms, a jitter of <3Ms, a download 
speed of <58.51Mbp/s and an upload speed of <56.95Mbp/s. It also 
showed that the port 8000 was opened and 5000 closed. 

5.2.2  THE PARTICIPANTS

In the interaction model used in this experiment – streamed – everyone 
that connected to the system this day was by default in this model. Allow-
ing the users to build an experience using Akson as a single distributed in-
terface and given the fact that all actions echoed throughout all connected 
devices, participants got a clear notion of what other people were doing. 
There was no clear opinion that all participants shared, however, some 
behaviours were consistent throughout the day. 

Most people used the equipment provided by the installation and not 
their own mobile devices to interact with the system throughout the 
experience.
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152 Apart from artists that demonstrated knowledge about digital audio 

processing, asking questions about the system and entering into 
discussion, the participants who spent most time interacting were 
children and young people up to 30 years old.

Overall, while interacting with Akson, people were more focused on 
the 3D scenes until they discovered the capabilities of the GUI.

Even if the system had a dedicated screen to show attendees an image 
with key controls to interact with the keyboard, help was always given to 
anyone entering the installation space. Most people also interacted ver-
bally when they came across the setup and some participants also used 
their devices.

5.3  EXPERIMENT IN OPENFIELD

The third experiment was done on May 6, 2019, in Openfield Creativelab, 
located in the center of Porto, home of a media art collective. It was per-
formed with equipment provided by the Atelier.

5.3.1  THE PERFORMANCE

The third public experiment was conducted between the main author of 
Akson and a member of the collective, as a performance. The nature of 
this experiment resides on the networked laptop performance (Hugill, 
2005; Schooler & Touch, 1993) experimental tradition, done without any 
previous rehearsal and exploring the allocate model (two performers, one 
for the Lead and the other to the Background). The system was com-
posed of two computers, a sound system and a projector. This experiment 
took 10 minutes and started at 10:15 in the morning with 6 researchers as 
public. One computer was a MacBook Pro (late 2013) with a processor 
of 2.7GHz Intel Core i5, 13.3-inch, RAM memory of 8Gb 1867MHz DDR3 
and a graphics card Intel Iris Graphics 6100/1536Mb running OSX Mojave 
10.14. The second computer was of model MacBook Pro (late 2015) with 
a processor of 2.2GHz Intel Core i7, RAM memory of 16GB 1600MHz 
DDR3 and a graphics card Intel Iris Pro 1536Mb running OSX Sierra 
10.12.6. The first computer was connected to a Scarlett 2i4 (2nd Gen), the 
second computer was connected to a Roland Quad-Capture, and these 
two interfaces connected to the main mixer of model Alto L-12, a twelve 
channel legacy mixer with integrated DSP of 24-bit that connected to 2 
Tannoy Reveal 502 speakers. The second computer connected to a pro-
jector EPSON EB-S05 of 1080p with 3100 ANSI Lumens by HDMI. 

Both the equipment configuration and the performance interaction 
definition were resolved before it happened. It was defined that the 
two performers would have two distinct functions, the Lead and the 
Background. The computer connected to the projection could also control 
the visuals. The tests were done in the WI-FI network one hour before 
the performance and were satisfactory enough so we didn’t have to 
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153 setup our own network for speed improvement. We ran speed tests that 

demonstrated a latency of <13Ms and <4Ms of jitter. The download speed 
was of <45.00Mbp/s and upload speed of <53.00Mbp/s. We also had the 
port 5000 opened to serve Akson. 

5.3.2  THE PARTICIPANTS

The participants in this experiment were involved with the performing arts 
and with the academia as researchers. They did not know the method of 
interaction of the two artists, nor was it explained how the performance 
would take place. They were only told that if they wanted to, they could 
connect to the system through the official link – before starting the per-
formance an image with information was projected on the wall with the 
address. There was a clear agreement on the various topics mentioned. 

Participants liked to know more about Akson and how it works as a 
system, not just the content it created.

They wanted to know exactly what the performers were doing, 
separately.

They agreed that, given the aesthetics of the sound and the graphics 
load, the performance should take more than 10 minutes.

6.  DISCUSSION

This article tries to report and discuss the technical and conceptual 
foundations of an AV environment done in the context of Braga Media 
Arts. Using Engelbart’s (1962) vision towards technology, considering 
an increased human intellect and Stelarc’s (Atzori & Woolford, 1995) 
extended-body analogy, Akson allows the study of the augmentation of 
the human gesture by the network of visual and sound interfaces. It fo-
cuses on the exact moment where the action of a human is amplified by 
various devices around the world and transmitted to the other humans 
present (see Colomina, 2001) and an essay on image spatialization 
using multiple screens for big audiences). An aprioristic desire is applied 
to merge the visual and sound modality as well as to use the interface 
to mediate the interaction (as proposed by the early work of Greenberg 
(1997). An AV relationship is found, even though not compromised as 
language i.e. Kandinsky (Ione and Tyler 2003) or Quayola (Panourgia 
et al. 2018). Previous research on network performance is used, as well 
as the types of interactions that humans create. There are three types of 
pre-established interactions, but an openness is maintained to proposals 
for new paradigms, such as automatic reorganisation and custom pro-
gramming. The devices are extended to the audience as well as to the 
gallery space. The connection maintained with the network and with the 
interface eventually brings to light new forms of relationships between 
humans.  As a result of academic research, Akson allows to investigate 
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154 areas such as: digital networks and the transmission of AV content, rela-

tions, and interactions in the performative space, to develop new AV lan-
guages, to spread a certain performance around the world, to promote 
inclusion in the performative space, to explore levels of freedom (relating 
to the type of gesture in question), as well as to compose audiovisually. 
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FIGURES

Figure 4: GUI Elements of Akson: 1) Master Dialog; 2) System Dialog; 3) Logs Dialog – from left to right.

Figure 5: GUI Elements of Akson: 4) Instruments Dialog – Lead tab.

Figure 6: GUI Elements of Akson: 5) Instruments Dialog – Background tab.
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Figure 8: GUI Elements of Akson: 7) Instruments Dialog – Post-Prod tab.

Figure 9: GUI Elements of Akson: 8) Interaction modal; 9) Allocate System; 10) Save Settings dialog.

Figure 7: GUI Elements of Akson: 6) Instruments Dialog – Graphics tab.


