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 Abstract
The idea of playing livemusic with someone abroad 
represents a major challenge for musicians and sound 
engineers likewise. Cognitive, technical and purely 
musical aspects make high demands on a network 
music performance that should fulfill conditions of 
a realistic rehearsing scenarios in the same room. 
In turn the idea of a network music performance 
has generally been considered as an impracticable 
application. However, a precise and comprehensive 
analysis has so far not been published, which equally 
covers technical, cognitive aspects and their inter-
dependencies equally. In order to give a final and 
valid statement about the feasibility of distributed 
real time music we take any of such relevant aspect 
into consideration and explain it accordingly to the 
reader. Finally we conclude that in recent wide area 
networks remote music sessions are possible as-
suming an awareness of latency conditions and ap-
propriate interaction categories.

 1 | Introduction
The process of hearing implies air waves of changing 
pressure to trigger a person’s eardrum membrane 
in order to finally convert the signal to electric im-
pulses in the brain [19]. If musicians are rehearsing 
in the same room they are separated by a certain 
distance and since the average transmission speed 
of air lies at 343 m/s, this introduces delays of about 
3 ms/m. 
Practical tests, in which the physical distance had 
been increased stepwise, showed that beyond 8.5 m 
of separation a rhythmical musical interaction with-
out a conductor becomes too difficult in terms of 
keeping a common tempo. 
Such separation corresponds to a one way latency 
of about 25 ms [5]. Considering the idea of placing 
two musicians abroad, technology would need to 
convert sound waves to electronic signals and trans-
mit them on an existing network. Since nowadays 

audio technology and transmission systems process 
data digitally, the signal additionally requires a con-
version from analogue to digital representation and 
backwards. Altogether this signal chain consists of 
the natural signal path, the electronic signal path and 
the digital signal path withnumerous corresponding 
stages as illustrated in figure 1. 
Each stage is marked in eitherwhite, light gray or 
dark gray color as an indicator of latency. 

01 | Signal paths and stages of the audio transmission process
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keeping a common tempo. 
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of about 25 ms [5]. Considering the idea of placing 
two musicians abroad, technology would need to 
convert sound waves to electronic signals and trans-
mit them on an existing network. Since nowadays 
audio technology and transmission systems process 
data digitally, the signal additionally requires a con-
version from analogue to digital representation and 
backwards. Altogether this signal chain consists of 
the natural signal path, the electronic signal path and 
the digital signal path withnumerous corresponding 
stages as illustrated in figure 1. 
Each stage is marked in eitherwhite, light gray or 
dark gray color as an indicator of latency. 
Following, we will describe each signal chain re-
garding its functionality and the introduced delay. 
Depending on the actual expected latency between 
two players we will introduce a number of interaction 
categories, which also allow compromised musical 
interplay beyond the 25ms threshold.

 2 | Signal path stages
In spite of a relatively large set the majority of signal 
stages does not, or just slightly introduce, a delay. 
Within the natural signal chain it is just the physical 
distance, which has to be kept as low as possible 
due to the air’s transmission speed. 
In the electronic signal path the analogue processing 
and filtering is not associated with a delay. Excluding 
the analogue anti aliasing [22], reconstruction filter 
and the quantization process it is mainly the digital 
signal path, which introduces most of the delay. After 
passing the anti-aliasing low pass filter, a signal is 
sampled at a certain sample rate and quantized in 
a certain bit resolution. The delay of these stages 
relates to the sample rate and according to the stan-
dard of 48 kHz, samples are generated each 20.83 
microsecond [22]. 
Generally soundcards also apply digital filters to the 
sampled signal in their input and output sections. 
What these filters precisely do is a vendor-, device 
and technology specific criterion but the general 
purpose is a reduction of signal distortions due to 
aliasing and quantization noise [22]. 
In any case filters require a number of input samples 
to work properly - the so called filter length. After 
the retrieval of this fixed amount of samples the 
filter generates output samples according to its ac-
tual filter architecture. In turn digital filters introduce 
delay depending on their filter length in samples. 
Hence, the higher the sample rate the lower this 
delay of a filter. 
According to the professional RME Fireface 400 
soundcard’s datasheet the input filter requires 43.2 
samples and the output filter requires 28 samples, 
which add to 71.2 samples in total and leads to a 
corresponding delay of 1.48 ms at a sample rate of 
48 kHz - 0.74 ms at 96 kHzrespectively [4]. However, 
the major latency appears due to the blocking stag-
es and transmission, which will be outlined in the 
following subsections.

 2.1 | Audio blocking
Soundcards can provide each generated sample to 
the next processing stage, however,current PC based 
sound systems are not able to process data with 
that processing speed due to internal scheduling 
and general architecture. Instead, they have to wait 
for an amount of samples before actually process-
ing it. Hence, rather than sample by sample sound-
cards generate audio in blocks of a fixed number 
of samples [6]. A sample block also corresponds 
to the terms sample frame or audio buffer. The size 
of each processed block depends on a sound de-
vice system’s performance and is typically limited 
to anumber of 64 samples. Since we generally look 
at audio data in 16 Bit resolution, that is one sample 
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consists of 2 Bytes, the currently lowest possible 
block size equals 128 bytes. 
Without performance optimization of a device’s op-
erating system in the form of a special low latency 
kernel [21] or further technical improvements such 
as the use of a realtime operating system, current 
personal computers can handle block sizes of 256 
samples/block. 
More recently, with increasing CPU speeds, some 
devices can work with 128 samples/block. In any 
case blocking implies a tradeoff between stability 
and delay: On one hand larger blocks require less 
computational power so that a more stable system 
behavior can be achieved; on the other hand the 
delay increases with larger blocksizes since it needs 
more time to generate an appropriate number of 
samples. 
Given afixed sample rate the blocking delay is di-
rectly related to the block size. Assuming afixed 
block size and increasing the sample rate higher 
frequencies can be captured, whichleads to a higher 
audio quality. Additionally, due to smaller sampling 
intervals, it also leads to proportionally smaller delay 
times so that altogether the blocking delay depends 
on the block size and the sample rate. According to 
this the blocking delay can be calculated with the 
following equation :

After the soundcard has blocked for a certain amount 
of samples a filled block or buffer is available to be 
processed by a digital device or computer applica-
tion. Practically this means that the buffer values can 
be modified in any way the user desires to.
In common computer operating systems (Windows, 
Mac OS X, Linux), so called “callback functions” are 
used by the audio device as a programmer’s inter-
face for the retrieval and modification of such audio 
blocks. 
Their execution corresponds with a sound card’s 
interrupt and following the previous equation this 
interval depends on the actual soundcard settings. 
As a standard case a sampling rate of 48 kHz with 
a framesize of 128 samples results in callback events 
every 2.7 ms. 
Figure 2 shows the principle of the capture pro-
cess, which is realized as a double buffer system. 
The digital application processes the filled buffer’s 
n samples while at the same time another buffer is 
filled with the next n samples. Once the buffer is full, 
both buffers are swapped and the next period starts 
in the same way. At the moment t the callback event 
occurs after all sample values had been captured 
and made available to the application. The interval 

02 | Audio capture process

03 | Audio blocking times

04 | Audio playout process

05 | Total audio latencies
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T represents the blocking delay. 
At that state the soundcard has just captured audio 
data, which is now ready to be processed and actu-
ally ready to be sent to a desired destination. 
Figure 3 graphically shows the relation between 
block size, sample rate and a sound card’s blocking 
delay. E.g. a block size of 512 samples corresponds 
to a blocking delay of 10.7 ms at a sample rate of 
48 kHz. However, the system has not created any 
audible feedback yet. The direct playback of a cap-
tured signal block also refers to the term “loopback” 
[4] and would require the buffer to pass the sound-
card’s output process as the next step. The sound-
card’s output architecture equals the input section 
and is as well designed as a double buffer system. 
While the second playout buffer offers its samples 
to the physical output, the application buffer holds 
the samples previously captured by the system’s 
physical input, which as well introduces a delay of 
one audio block. As a result the blocking delay of a 
soundcard appears twice, firstly by the input double 
buffer and secondly by the output double buffer. 
Figure 5 shows the total soundcard delay and marks 
the acceptable sound card configurations with are-
sulting total delay below the 25 ms delay threshold 
on a white, close to 25 ms delay ona light gray and 
beyond 25 ms on a dark grey background. As the 
user is supposed to figure the lowest possible la-
tency a sound system can achieve, this graph helps 
to verifythe system’s ability to suit the requirements 
of distributed music performances.

 2.2 | Signal Transmission
Like analogue signals, digital signals can be transmit-
ted on any kind of cable or radiowave, but especially 
for long distance digital connections, fiber optic lines 
are used, which transmit the binary data via light 
impulses. Their maximum speed lies slightly below 
the speed of copper at 0.7 * c [24].
In case two musicians were connected with a fiber 
optic link and if we deny the existence of the pre-
viously mentioned soundcard delays or additional 
sources of delay, the propagation delay would only 
depend on the speed of fiber and would allow a fiber 
length of 5250 km as calculated below. 

If a fiberoptic cable was to run straight across the eu-
ropean continent, it would lead to a maximal one-way 
delay of about 28 ms as illustrated in figure 6 [24].
Apart from the fact that sound data can be trans-
mitted via fiber optic or copper lines with their ap-
propriate signal speeds of 0.7 * c or 0.8 * c, a further 

transmission speed limitation has to be taken into ac-
count : Digital networks are equipped with network 
gear such as switches or routers, which basically 
guide each light impulse through a network in order 
to make it reach its correct and final destination. It 
is rather the capacity of a network device, which 
determines the delay for a signal to be mapped from 
one input port of a network device to an output port 
and this capacity is typically stated with the amount 
of bits per second (bps). The core of network nowa-
days consists of network devices with capacities of 
several Gbps (gigabits per second). These so called 
backbone connections are able to serve several mil-
lions of users directly or indirectly by linking traffic 
to or from interconnected sub networks. 
Device and network capacities depend on the 
amount of users a network has to serve. The lower 
the amount of users, the lower the bandwidth capac-
ity a network is generally administrated with. 

Nowadays current backbone links provide capacities 
from 10 Gbps to 5 Gbps down to 2.5 Gbps or 1 Gbps, 
in contradiction a user’s end point connection is able 
to achieve about 20 Mbps down to 128 kbps or even 
56 kbps in worst case. Within these two extremes 
further links typically range from 10, 34 or 100 Mbps 
up to 622 Mbps as common figures [27]. With re-
spect to the sound data the total required bandwidth 
equals the product of the sample rate, the bitdepth 
and the number of channels, which equals 768 kbps 
for one audio stream with the standard settings of 
sample rate = 48 kHz, bitdepth = 16 Bitand a channel 
number of 1 as calculated in equation 3.

06 | Propagation delay of fiber cables
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This pure amount of audio data also refers to the 
term payload. As a precondition for a successful 
data delivery any involved network component has 
to be able to handle at least this amount of payload 
data. In terms of latency an audio chunk of 256 bytes 
(128samples * 16 Bit) already requires 16 ms to be 
fully transmitted on a 128 kbps link, in contradiction 
to just 25.6 ns of a 10 Gbps backbone device. This 
relation is illustrated in figure 7.
With respect to the 25 ms delay threshold critical 
delay are marked in gray, the darker the tone, the 
less acceptable the latency of the transmitting com-
ponent. Hence, when estimating an audio block’s 
transmission latency, it is firstly the speed of light 
multiplied with the sum of cable lengths between 
involved network components and secondly the sum 
of the respective packet propagation times, which
finally determines this value (see equation 4). 

Considering a lower audio quality with a corre-
sponding lower bandwidth, audio blocks can be 
compressed or decimated, which in turn reduces 
the stated block sizes and delays by a fixed factor 
of 2 to 8 as described in [6]. As an example figure 7 
additionally illustrates the propagation delays of a 
32 bytes packet, which corresponds to a decimation 
or compression factor of 8 compared to the original 
256 bytes packet.

 3 | Transmission systems
Network technology is typically more than a simple 
cable connection between two devices. Apart from 
the pure delivery of electronic data on the cable, 
there is further complex logic behind a functioning 
network. In order to explain these logical structures 
we are using the ISO/OSI protocol stack [27], which 
is a very general and widely accepted network mod-
el. It is illustrated in figure 8. The model is divided into 
seven layers, eachone representing certain network 
functionalities. At the very bottom we see the physi-
cal layer that represents the direct link to the physi-
cal network media. On this layer we face hardware 
components and physical signals. The data link layer 
represents technologies for concurrently access-
ing the network media. It determines fundamental 
parameters how and in what sizes data is transmit-
ted on an underlying physical medium and can as 
well define mechanisms for error detection. Then 
network layer is responsible for addressing packets 
(host-to-host) and for directing packets through 
the network, while the transport layer adds more 
fine-grained addressing functionalities and commu-
nication rules between two processes. Furthermore 
the session layer is needed for establishing a stateful 
communication between two processes. The pre-
sentation layer is responsible for adapting varying 
data representations between the communication 
parties and finally the application layer is providing 
an interface for the actual network application. In 
figure8 we see two instances of this protocol stack, 
representing two communicating hosts in the net-
work. Through this protocol stack both host are able 
to interchange data. 
Each layer can virtually communicate with its remote 
counterpart (horizontal arrows), but physically the 
data is always sent via the underlying layers, finally 
traveling bitwise through the physical media. After 
the remote side receives the data on the physical 
layer it is passed upwards again [18].
As the applied technology in the lowest two layers 
determines the basic transmission characteristics 
and rules in a network of interconnected devices 
it has the most fundamental significance concern-
ing the fulfillment of the low delay restrictions of a 
distributed music system. As all layers have a hierar-08 | ISO/OSI Stack

07 | Network device transmission latencies
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chical dependency a higher layer cannot be able to 
speed up possible delays in a lower layer and hence it 
is the Physical and the data Link layer, which charac-
terize the basic transmission behavior of a network. 
Theoretically a pure and single cable connection 
between two devices represents this most direct 
and fastest case of device interconnection. However, 
the advantage of this simple and clear connection 
implies significant drawbacks. 
With an increasing number of network hosts a net-
work’s complexity rises which in turn complicates 
the administration of n explicitly used lines and 
as well increases the probability of a line defect. 
Furthermore the explicit use of a single line can be 
considered as inefficient, since theoretically a trans-
port medium can be used for the propagation of 
more than a single signal at the same time. The prin-
ciple behind this is called multiplexing [27], which 
will be covered in the following.
Whenever a sender or a receiver consists of more 
than one entity data has to be multiplexed. Major 
multiplexing technologies are frequency division 
(FDM) or wavelength division (WDM) and time di-
vision multiplexing (TDM) [27]. By FDM a connection 
is separated into different frequency bands, which 
are finally used as separate transmission channels for 
numerous signals. Each signal in modulated accord-
ing to the desired frequency band and decoded at 
the receiving end. This allows simultaneous transmis-
sion on a single cable. The most famous applied field 
of FDM is the transmission of radio waves trough the 
air, where each radio program has its own carrier 
frequency. As numerous destinations might want to 
receive different radio programs each radio receiver 
can betuned according to the desired carrier frequen-
cy. Similarly WDM follows the same approach but 
appears in context with fiberoptic lines. Rather than 
frequency modulation it uses different wavelengths 
(or colors) as carrier for the respective information 
channels on a fiber. Finally, the major multiplexing 
technology in terms of digital communication is the 
time division multiplexing (TDM), which transmits a 
number of signals in a time shifted and interleaved 
manner on the same transport medium. TDM can 
be broken down into the synchronous (STDM) and 
the asynchronous (ATDM) mode. For STDM the time 
domain is divided into several recurrent timeslots 
of fixed length, one for each virtual channel, the re-
spective data block or STDM frame is transmitted 
in. After the last channel has sent the data in its re-
spective timeslot the cycle starts again with a new 
frame, starting with the second data block of the 
first channel. Due to this synchronous clock based 
approach STDM also refers to the term “static mul-
tiplexing”. In contradiction to STDM where network 
clients are served in their respective time slot even if 

no transmitting data is available, an ATDM network 
does not carry any data in case of a transmission 
break or interruption. This asynchronous and non-
clock based approach refers to the term “statistical 
multiplexing”. Based on the appropriate multiplexing 
techniques current networks can be divided into 
three categories: asynchronous,synchronous and 
isochronous networks [16], which are explained in 
the following subsections.

 3.1 | Asynchronous networks
Asynchronous networks are based on ATDM, which 
implies that signal transmission happens randomly 
depending on stochastic host transmission activities. 
Furthermore any network host is allowed to send 
a desired amount of data in a blockwise restricted 
manner, that is, if a sequence of bytes exceeds a 
certain upper size limit, this sequence will be split 
into chunks of that maximal size. Such chunks of 
data are also considered as packets, blocks or frames 
and their maximal size is called the maximum trans-
fer unit (MTU) [27]. A drawback of variable packet 
sizes is, that larger blocks block the transmission 
medium for a longer time than smaller blocks. This 
delay variation is generally called network jitter. It 
has a negative impact on realtime traffic as we can 
imagine especially in context with the delivery of 
low size audio chunks as outlined in the previous 
sections. 
As the playout buffer of a soundcard expects data 
in constant time intervals depending on the actual 
blocking delay, sudden increases of the network de-
lay would violate this precondition of constant and 
error free audio stream playback. Due to thisproblem 
asynchronous networks were originally designed as 
database or non-real-time communicationsystems, 
which do not make strong demands on the network 
in terms of delay or jitter. Examples of asynchro-
nous communications systems include general pur-
pose serial interfaces such as RS-232 and RS-485 
or their successor the Ethernet, which is the most 
significant and currently most often applied local 
area network (LAN) technology [27]. Ethernet typi-
cally works with a MTU of 1500 bytes and its current 
transmission capacities range from a minimum of 
10 Mbps to a maximum of 10 Gbps. Assuming a 10 
Mbps Ethernet network component, a 1500 byte 
packet would block the medium for 1.3 ms. With a 
100 Mbps connection the propagation time for a 
1,500 byte packet is 10 times lower at 0.13 ms. Within 
the last years Ethernet has become the major data 
link layer technology for the Internet, which it self 
uses the asynchronous IP protocol on the network 
layer [23].
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 3.2 | Synchronous networks
A synchronous network hosts do not have such op-
erational freedom as they have in an asynchronous 
network. Due to the clock driven approach of STDM 
each host is served at its reserved fixed time slot 
in terms of sending and receiving a fixed amount 
of data, which length and size depends on the giv-
en network specification. E. g. in the synchronous 
telephone network end point devices work with a 
sample rate of 8 kHz and in turn the network clock’s 
frequency equals 8 kHz. 
As a sample rate of 8 kHz results in a sample gen-
eration every 125 microsecond, the total duration 
of a respective STDM frame m atches this value in 
order to transmit the signal in a “sample by sam-
ple” manner, rather than packet by packet as in the 
asynchronous case [16]. This principle is illustrated 
in figure 9 for a 32 channel STDM frame. For one 
frame the number of served hosts depends on the 
network’s transmission capacity, which technically 
determines the number of slots for one frame. The 
most famous example of a synchronous network 
architecture is the Synchronous Digital Hierarchy 
(SDH) [16], which is used in almost any telephone 
communication backbone all over the world and 
nowadays is mainly applied in combination with  
ISDN (Integrated services digital network) [26] in 
the top layer [27]. The most significant advantage of 
the synchronous approach is that due the fixed time 
slots and equal data sizes the problem of network 
jitter does not occur.
Each transmission has the same duration and is pro-
cessed in constant time intervals.

 3.3 | Isochronous networks
An isochronous network can be described as a 
compromise between a synchronous and an asyn-
chronous network as it features aspects of both of 
them. Identically with anasynchronous network the 
network link is idle as long as no data is actually 
transmitted.
Furthermore hosts are not restricted to certain 
timeslots and fixed data sizes so that an isochronous 
network can identically be used like an asynchro-
nous data network. However, in order to reduce the 
effect of network jitter and in turn equally provide 
decent conditions for synchronous realtime traf-
fic it introduces the concept of cells, that is, any 
packet of data is split into a number of equally small 

sized cells, which require significantly less time to 
be transmitted [11]. Cells are generally not broken 
down to a single byte or sample as it can be the 
case in a synchronous networks, but sizes between 
8 bytes and 100 bytes are not uncommon and can 
be considered as extremely small, especially if the 
corresponding full packet size might consist of 1500 
bytes or possibly more. Furthermore an isochronous 
communication system is intended to deliver quan-
tifiable performance, which is realized in a service 
agreement on the connection between communicat-
ing network nodes. This service agreement specifies 
criteria such as bandwidth, delivery delay and delay 
variation on a special protocol sublayer [11]. As a re-
sult isochronous transports are capable of carrying a 
wide variety of traffic and thus represent a versatile 
and flexible networking concept. Examples include 
IEEE-1394 (firewire) or USB (universal serial bus) as 
local device connectors. However, in terms of a wide 
area network with numerous hosts the best known 
isochronous network is the asynchronous transfer 
mode (ATM). ATM splits the data into cells of 53 
bytes, which require 28 timesless transmission time 
than full Ethernet frames of 1500 bytes [18].

 4 | Distributed music in current networks
Until the late 1960’s, wide area networks were com-
monly available in terms of voice telecommunication 
only [13]. Asynchronous data networks played no 
significant role in that context as they were mainly 
intended for data retrieval in local area networks of 
companies or as control instances in manufactur-
ing processes. Hence, in the past we could clearly 
distinguish between synchronous telecommunica-
tion networks and asynchronous industrial data 
networks. Although in the first decade of the 21st 
century this separation still exists, it is fairly not as 
strict as it used to be. Following McLuhan in [20], 
that sooner or later every kind of medium will finally 
end up in a single multipurpose medium, customers 
more and more asked for multimedia and commu-
nication services for audio and video on one hand 
and at the same for services in data retrieval and 
non-realtime communication on the other hand. In 
order to be prepared for the new mixture of real time 
and data services telephone providers consequently 
had high hopes in a new broadband ISDN (B-ISDN) 
[26], which preferably applied the isochronous ATM 
in its data link layer. Things, however, developed dif-
ferently than expected as people became more and 
more attracted to the Internet, which nowadays of-
fers an enormous amount of data hosted on globally 
interconnected machines and can already be con-
sidered as the major commonly available source of 
information. Since the Internet has such an impact 
on our daily life, the idea of a network that covers 

09 | Principle of a synchronous TDM frame
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any desired service, has become attractive to users 
and eventually to the industry. Hence and despite the 
drawbacks of asynchrony in 1994 first services offer-
ing Internet radio came to life, followed by Internet 
telephony (VoIP) and video conferencing[28]. These 
services have been improved constantly over the 
years and about 10 years later they have become 
extremely reliable, so that realtime communication 
on the Internet can nowadays compete with services 
such as email or web browsing [15]. The famous 
VoIP tool “Skype” [3] represents a good example 
for this tendency. 
The common approach to compensate the effect of 
network jitter is the application of a jitter buffer at 
a receiver’s end. By storing up an amount of audio 
packages in the network queue the audio process 
can still providea solid playback in case of late ar-
riving packages. The drawback of this principle is a 
higher latency as packages are not processed right 
after the reception [17]. There is no doubt that the 
Internet as an asynchronous medium is not the pre-
destinated choice for the carriage of synchronous 
data and especially not for low delayed audiostreams 
with their according low block sizes. Nevertheless 
with constantly increasing bandwidths and respec-
tively increasing propagation speeds the effect of 
network jitter has been loosing significance over 
the years, which appeared to make the cell based 
ATM become obsolete and finally lead to the con-
sequent replacement with the Ethernet technology. 
Furthermore, due to the Internet’s large distribu-
tion and its strong sociocultural establishment the 
Internet already beats the outdated synchronous 
telephone network so that further investigations in 
distributed music systems will use the Internet as the 
prime transmission system of choice. However, apart 
from the applied network technology it is clear that 
even in case of a direct fiber optic link between two 
players the maximal distance might not exceed 5250 
km as outlined in the previous section. On top of that 
cable detours due to signal routing, device propa-
gation delays and soundcard delays decrease this 
maximal playable distance typically below 1000 km. 
Especially in a worldwide scenario delays of more 
than 100 ms are likely to expect and thus making dis-
tributed music impossible. However, taking further 
cognitive aspects of musical interaction into account 
it is possible to find compromised ways to cope with 
latencies beyond the 25 ms threshold.
In that context we generally have to distinguish be-
tween a solo instrument and a rhythm instrument. 
Apart from that the placement of the so-called 
“rhythm section” is of significant importance. As an 
example with drums, bass and saxophone, a simple 
case is present in which drums and bass form the 
“rhythm section” while the saxophone player rep-

resents the “solo section”. Though of course the 
solo section and any musician must have a sense 
of rhythm, it is basically the interplay of bass and 
drums, which forms the essential fundamental 
groove of an ensemble which allows other solo in-
struments to play upon. In this scenario the saxo-
phone player relies on and plays on the groove that is 
produced by the rhythm section [8]. Due to the fact 
that rhythm and synchrony are the main fundament 
of groove based music, the following subsections 
put emphasis on rhythm based instruments and the 
groove building process. In classical music things are 
more complex. Here we usually cannot precisely dis-
tinguish between “rhythm” and “solo” sections [8]. 
Anyhow, in most pieces of classical music an ana-
logical categorization is feasible, but should be more 
fine-grained and more dynamic. Also the concept of 
a conductor has to be considered here. In the fol-
lowing, in order to present our concepts as clear as 
possible to the reader, we will focus on applications 
in the field of rhythmical music and continuously 
use the according terms “solo section" and “rhythm 
section". Based on the actual delay between two 
players, we can separate the possibilities of amusical 
interplay into four main categories.

 4.1 | Realistic Interaction Approach (RIA)
A realistic musical interaction, as if in the same room, 
assumes a stable one-way latency of less than 25 ms 
[5] between two rhythm-based instruments such as 
drums and bass. In this scenario both instrument's 
grooves merge into each other and the real musi-
cal interplay can happen [9]. From the perceptual 
point of view the delay appears to be as not existing, 
which is similar to musicians playing with a maximal 
physical distance of about eight meters in a rehears-
ing space, where the speed of sound is the limiting 
time delay factor. The RIA is the only approach pro-

10 | Realistic interaction approach
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fessional musicians accept without any compromise 
since it is the only scenario, which exactly represents 
the conventional process of creating music in groups 
or bands. 
Beyond this threshold of 25 ms, the groove-building 
process cannot be realized by musicians anymore 
and thus different compromises and categories have 
to be applied [8]. Figure 10 shows that below 25 
ms delay both players are able to play at the same 
instant and receive each otherís signalsas if no delay 
was existent.
Due to technical difficulties in applying the required 
RIA conditions, RIA has so far not turned into a com-
mercial entity but has mainly been examined in re-
search projects, such as SoundWIRE by Chris Chafe 
of CCRMA [10] our Soundjack system [7].

 4.2 | Master Slave Approach (MSA)
Assuming an attendance to compromise and to step 
back from musical perfection and
ideals, it really is feasible to perform with two rhythm-
based instruments such as drums
and bass, even when exceeding the 25 ms threshold, 
simply if one of the musicians keeps track of his 
rhythm and does not listen to the incoming high 
delayed signal anymore. In that situation the re-
mote side can perfectly play to the incoming signal 
since the other side doesn't care about the response 
anymore - a change in the musical interaction is 
happening, which here is called the “Master-Slave 
Approach”. The first musician takes the master role 
since he is producing the basic groove while the 
remote musician simply relies on it and hence takes 
the slave role [25]. Of course the higher the de-
lay, the more difficult the ignorance of the delayed 
input can be realized by the master since shorter 

delays will easier establish a musical connection to 
the previously played notes. In terms of delay MSA 
generates no latency and perfect sync on the slave's 
side but on the other hand it delays the slave with 
the round trip delay on the master's side. While the 
slave musically depends on the master but has a 
perfect sync, the master has musical independency 
but an unsatisfying sync [8]. 
Figure 11 shows a situation with a delay beyond 25 
ms delay between two players. Due to the high delay 
the slave has to wait playing until the master’s signal 
has arrived, which finally leads to a roundtrip delay 
on the master’s end.
In general the master role is taken by a rhythmic 
instrument in order to let solo instruments play on 
its groove in slave mode. An exception can happen 
when a rhythmic instrument suddenly starts with a 
solo part. In this case it will require the other instru-
ment to take over the leading rhythmic role, which 
in turn leads to a switch of roles. MSA can be ap-
plied with any system that allows the transmission 
of realtime data on the Internet. This could be tools 
for IP telephony or video conferencing, which do not 
put emphasis on low delay signal transmission, but 
as well high speed audio transmitters in an intercon-
tinental setup. In the latter case the main source of 
latency is the long physical distance.

 
4.3 | Laid Back Approach (LBA)

The Laid-Back Approach is based on the”laid back” 
playing manner, which is a common and accepted 
solo style in jazz music. Playing “laid back” means 
to play slightly behind the groove, which musicians 
often try to achieve consciously in order to make 
their solo appear more interesting and free. The 

11 | Master/slave approach 12 | Laid back approach
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Laid-Back Approach is similar to the Master-Slave 
Approach and is mainly determined by the number 
of participating instruments and their role. As pre-
viously mentioned, two rhythm based instruments 
separated by delays beyond 25 ms have to play with 
MSA but in case one of the instruments being a solo 
instrument, the situation changes. Exchanging the 
drums with a saxophone in the example scenario 
results in a remote rhythm solo constellation in which 
the bass represents the rhythm instrument and the 
saxophone the solo instrument. 
Since the bass now has no rhythmic counter part 
anymore, it alone takes the responsibility for the 
groove while the saxophone plays its solo part on 
it. Equal to MSA to saxophone has a perfect sync on 
its side and is transmitted back with the roundtrip 
time but in comparison to MSA this has no disturbing 
effect for the rhythm instrument in LBA. The saxo-
phone is delayed by the roundtrip delay time, which 
adds an artificial laid back style on it and hence this 
playing constellation is not to be considered as prob-
lematic anymore. LBA of course does not work for 
unison music parts in which both parties have to 
play exactly on the same beat at the same time. 
The perceived roundtrip delay on the master's end 
ranges between 50 ms up to a maximum of 100 
ms but still depends on the musician's subjective 
perception and the bpm (beats per minute) of the 
actual song [8]. Figure 12 equals the MSA principle 
but due a maximal one-way delay of 50 ms and the 
determination of a rhythm and a solo section this 
situation leads to an artificial “laid-back” effect.
LBA is used when the delay ranges in areas slightly 
beyond the 25 ms RIA threshold. Again SoundWIRE 
and Soundjack represent potential candidates, be-
side the Musigy [2] software as one of the fist com-
mercial products. It provides audio delays, which 
range at the edge between RIA and LBA.

4.4 | Delayed Feedback Approach (DFA)
In case the 25 ms delay threshold is exceeded, DFA 
tries to make musicians feel like playing with the RIA 
by delaying player's own signal artificially.
By principle delays beyond 25 ms lead to either 
LBA or MSA styles in which the master hears the 
slave with a delay equal to the roundtrip time while 
the slave plays in perfect sync. When delaying the 
playback of the master's signal, both sounds finally 
have a closer proximity at the master's ear, which im-
proves the problematic delay gap in MSA or reduces 
the laid back effect in LBA. The larger the self-delay 
the better the synchronization of both signals. The 
best synchronization can be reached with a self-
delay equal to the roundtrip-time. This principle is 
illustrated in figure 13. Anyhow, we have to mention 
that a spontaneous switch in the master-slave's role 

will lead to a worse situation for both players than it 
would appear without an artificial delay. In this par-
ticular scenario the none-delayed master performs 
like in a normal not delayed MSA or LBK scenario 
but the now delayed slave will not to be able to play 
in sync with its master track due to a possible con-
fusion by its own delay [8]. Though DFA improves 
the delay situation between two musicians, it is no 
doubt that a delay of one's own signal typically can 
be considered as inconvenient and not natural. The 
larger the delay gets and the louder the instrument's 
direct noise, theworse the realistic instrument feel 
and playing conditions. This is especially valid for any 
acoustic instrument such as a violin or drums. On the 
other hand DFA can be a suitable approach for the 
synchronization of remote playback sound sources. 
In case of e.g. two DJ's turntables are connected with 
each other, a delay of the turntable's output would 
not lead to timing-problems. Unlike human beings a 
machine's playback behavior does not depend on an 
inner time or feel and hence can of course reproduce 
delayed sounds without loosing any kind of rhythm. 
Systems based on DFA are eJamming [1]and the 
NMcP project of a research group at the University 
of Braunschweig, Germany[12].

4.5 | Latency accepting approach (LAA)
While all previous approaches try to find alternative 
ways for realistic network music performances, the 
latency accepting approach steps back from latency 
optimized or compromised solutions and simply ac-
cepts delays beyond 25 ms. In principle LAA has no 
motivation to create conventional music and thus 
can allow any delay, which is consciously taken it 
into account. In this scenario musicians play with 
the delay and use it as an artistic way of expression. 

13 | Delayed feedback approach
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LAA is the most avantgardistic approach resulting 
in a total dissociation of musical conventions and 
function with the Internet as the core technology. 
The latency between the players in figure 14 has such 
a strong dimension that their rhythmical interaction 
has no relation anymore. In terms of new avantgard-
istic music in LAA, the Quintet.net framework by 
Georg Hajdu [14] fulfills relevant requirements and 
can be applied under any kind of network condition. 
Quintet.net transmits MIDI control data and does 
not necessarily require the user to play a musical 
instrument. The user can play with an electronic in-
put device for the sound generation instead. Apart 
from that, various worldwide network sessions with 
SoundWIRE have taken place, in which modern, new 
music is the dominating style of performance [8].

 
5 | Conclusion and Future Work

Apart from audio engineering, network and music 
skills, the awareness of delay dimensions and their 
musical consequences is the main basic requirement 
for a successful network music performance. In order 
to give the potential user this ability, this article firstly 
describes the main technical fundamentals, which 
determine the latency between separated musicians 
and secondly explains the related categories of delay 
in influenced musical interaction. Depending on the 
actual network connection and the respective de-
lays, the user can now consciously apply the suitable 
category of musical interplay, which allows him to 
perform under any given network situation. In par-
allel this gives him awareness of actual possibilities 
and limitations in his current situation. However, due 
to the high amount of interdisciplinary knowledge, 
distributed music has so far mainly been used by a 
small community of experts in IT as well as in music 
so that it cannot be considered as a major technol-
ogy for musical interaction yet. Despite the existence 
of first commercial products, musicians and sound 

engineers remain passively in terms of accepting 
and applying this new approach. As the technical 
facts clearly prove the feasibility of network music 
performances, with this article we hope to motivate 
musicians and engineers to take advantage of the 
musical possibilities distributed music can offer.
In the future we will further investigate in the realis-
tic interaction approach for the Internet in order to 
overcome the high challenges of asynchronous low 
latency network engineering and finally increase the 
radius, in which RIA can be applied. 
As a new field of interest we will examine the de-
lay and interaction restrictions for conducted or-
chestrated music with the final goal of developing 
a decent and versatile low delay audio and video 
streaming solution.
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