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Abstract

Over the years, the systematic search for stiff model solvers that are near-optimal has attracted the attention of many researchers. An attempt
has been made in this research to formulate an implicit Four-Point Hybrid Block Integrator (FPHBI) for the simulations of some renowned rigid
stiff models. The integrator is formulated by using the Lagrange polynomial as basis function. The properties of the integrator which include
order, consistency, and convergence were analyzed. Further analysis showed that the proposed integrator has an A-stability region. The A-stability
nature of the integrator makes it more robust and fitted for the simulation of stiff models. To test the computational reliability of the new integrator,
few well-known technical stiff models such as the pharmacokinetics, Robertson and Van der Pol models were solved. The results generated were
then compared with those of some existing methods including the MATLAB solid solvent, ode 15s. From the results generated, the new implicit
FPHBI performed better than the ones with which we compared our results with.
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1. Introduction

In this research article, an A-stable implicit FPHBI is for-
mulated for the simulations of stiff models. The concept of A-
stability was introduced by [1] to address the effect of stiffness
in differential equations. The desire for this special property
(A-stability) implies that suitable methods have to be derived
for the simulations of stiff models, [2]. This has, therefore, mo-
tivated us to formulate an implicit FPHBI for the simulations of

∗Corresponding author tel. no: +2348026322933
Email address: joshuasunday2000@yahoo.com,

sundayjo@unijos.edu.ng (J. Sunday )

stiff models of the form,

y′ = (Ay + ϕ) = f (x, y), y(a) = µ, x ∈ [a, b] (1)

where yT
= (y1, y2, ..., ym), µT

= (µ1, µ2, ..., µm), A is an m ×
m matrix and ϕ is an m-dimensional vector. Equation (1) is
assumed to satisfy the Lipschitz conditions, [3].

Equations of the form (1) often arise in many applications in
engineering and sciences. Suffice to say that most of these equa-
tions often results to stiff differential equations which in some
cases do not have closed form solutions. Stiff models are found
in description of pharmacokinetics, chemical reactions, molec-
ular dynamics, control systems, mechanics, electronic circuits,
lasers, [4-8].
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In general, equation (1) may be stiff or non-stiff. A non-
stiff differential equation is one in which there is a simultaneous
evolution of solution components and also has time-scales that
are comparable. They are often solved using explicit methods
with some error control [9]. On the contrary, stiff differential
equations do not have a universally accepted definition. The
term ‘stiff’ first appeared in [10]. Equation (1) is called stiff if
it satisfies any of the following definitions:

1. the stability step-size is much more smaller than the accu-
racy step-size [11]. That is, the step-size depends on sta-
bility requirement rather than the accuracy requirement
[12],

2. the explicit method performs slowly or do not even work
on it [13],

3. it has time scales that vary widely. In order words, some
solution components decay more rapidly than others [12],

4. all its eigenvalues have negative real parts with large stiff-
ness ratio [12],

5. Real(λi) < 0, i ∈ [1,m], where λi is the eigenvalues of the
matrix J = ∂ f /∂y called the Jacobian matrix of equation
(1) [14] and

6. maximum
i

|Real(λi)| ≥ minimum
i

|Real(λi)|, where s =

maximum
i

|Real(λi)|

minimum
i

|Real(λi)|
is often called the stiffness ratio. The stiff-

ness ratio measures the degree of stiffness of the system
[14].

Conditions (5) and (6) as given by [14] shall be adopted as the
definition of the stiff models that shall be considered in this
research.
The expression,

y(x) =

m∑
i=0

∈i eλi xki + σ(x) (2)

is the general solution of the stiff model (1) where ki are the
eigenvectors corresponding to the eigenvalues λi, ∈i are arbi-
trary constants and σ(x) is a particular integral. Taking x as
time, the first term of y(x) =

∑m
i=0 ∈i eλi xki is denoted as tran-

sient solution and the second term σ(x) as steady-state solution.
Assuming the stiff model (1) satisfies condition (5), then the

term y(x) =
∑m

i=0 ∈i eλi xki → 0 as x → ∞. Suppose |Real(λu)|
and |Real(λv)| further satisfies the condition

|Real(λu)| ≥ |Real(λi)| ≥ |Real(λv)| , i = 1, 2, ...,m

so that fastest and slowest transients are ∈i eλu xki and ∈i eλv xki

respectively. If the stiff model (1) is solved numerically and
aimed at achieving a steady-state phase, continuing integration
is needed until the slowest transient is negligible [2]. Thus,
the smaller |Real(λv)| is, the longer the integration time. On
the other hand, for the larger|Real(λu)|, a sufficiently small step
is required so that h will lie within the stability region of the
method [12, 15].

Many authors have made several attempts at solving stiff
models. For instance, the authors in [16] proposed k-step hy-
brid methods for solving stiff models arising from chemical re-
actions. The authors also proved some relevant theorems re-
garding the regions of stability of the methods. The authors in

Figure 1: Physical illustration of the implicit FPHBI

[2] developed a block backward differentiation formula that is
diagonally implicit for the approximation of stiff pharmacoki-
netics models. They further carried out convergence and stabil-
ity analysis of the formula. Also, the authors in [17] derived an
optimized hybrid block Adams method for the solution of first
order differential equations. The A-stable method which is of
order six was found to be convergence, zero-stable and consis-
tent. The following authors also developed hybrid methods for
solving different types of stiff differential equations [2, 8, 9, 16,
18-27]. Furthermore, these authors also proposed different ap-
proaches to solving some special differential equations [28-35].

2. Formulation and Implementation of the Implicit FPHBI

2.1. Formulation

In this section, an implicit FPHBI is formulated for the sim-
ulations of stiff models of the form (1). The values in the previ-
ous block (i.e. xn−1 and xn) are employed in computing the stiff
model (1) at the points xn+1, xn+2, xn+ 5

2
, xn+3, xn+ 7

2
and xn+4 (see

Figure 1).
To formulate the implicit FPHBI at the points xn+r, r = 1, 2, 5

2 , 3,
7
2

and 4, we integrate equation (1) in the interval (xn, xn+r),∫ xn+r

xn

y′dx =

∫ xn+r

xn

[
Ay + ϕ

]
dx (3)

The function f (x, y) = Ay + ϕ in (1) is then approximated by
Lagrange polynomial Pq(x) of the form

Pq(x) =

k∑
j=0

Lq, j(x) f (xn+4− j) (4)

where

Lq, j(x) =

k−1∏
i = 0
i , j

x − xn+4−i

xn+4− j − xn+4−i
, j = 0,

1
2
, 1, 2, ..., k

Therefore, the Lagrange interpolation polynomial associ-
ated with the interpolating points (xn−1, yn−1), (xn, yn),(xn+1, yn+1),
(xn+2, yn+2),

(
xn+ 5

2
, yn+ 5

2

)
, (xn+3, yn+3),

(
xn+ 7

2
, yn+ 7

2

)
and (xn+4, yn+4)

is given by,
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P4(x) =

[
(x − xn−1)(x − xn)(x − xn+1)(x − xn+2)(x − xn+5/2)(x − xn+3)(x − xn+7/2)

(xn+4 − xn−1)(xn+4 − xn)(xn+4 − xn+1)(xn+4 − xn+2)(xn+4 − xn+5/2)(xn+4 − xn+3)(xn+4 − xn+7/2)

]
f (xn+4)

+

[
(x − xn−1)(x − xn)(x − xn+1)(x − xn+2)(x − xn+5/2)(x − xn+3)(x − xn+4)

(xn+7/2 − xn−1)(xn+7/2 − xn)(xn+7/2 − xn+1)(xn+7/2 − xn+2)(xn+7/2 − xn+5/2)(xn+7/2 − xn+3)(xn+7/2 − xn+4)

]
f (xn+7/2)

+

[
(x − xn−1)(x − xn)(x − xn+1)(x − xn+2)(x − xn+5/2)(x − xn+7/2)(x − xn+4)

(xn+3 − xn−1)(xn+3 − xn)(xn+3 − xn+1)(xn+3 − xn+2)(xn+3 − xn+5/2)(xn+3 − xn+7/2)(xn+3 − xn+4)

]
f (xn+3)

+

[
(x − xn−1)(x − xn)(x − xn+1)(x − xn+2)(x − xn+3)(x − xn+7/2)(x − xn+4)

(xn+5/2 − xn−1)(xn+5/2 − xn)(xn+5/2 − xn+1)(xn+5/2 − xn+2)(xn+5/2 − xn+3)(xn+5/2 − xn+7/2)(xn+5/2 − xn+4)

]
f (xn+5/2)

+

[
(x − xn−1)(x − xn)(x − xn+1)(x − xn+5/2)(x − xn+3)(x − xn+7/2)(x − xn+4)

(xn+2 − xn−1)(xn+2 − xn)(xn+2 − xn+1)(xn+2 − xn+5/2)(xn+2 − xn+3)(xn+2 − xn+7/2)(xn+2 − xn+4)

]
f (xn+2)

+

[
(x − xn−1)(x − xn)(x − xn+2)(x − xn+5/2)(x − xn+3)(x − xn+7/2)(x − xn+4)

(xn+1 − xn−1)(xn+1 − xn)(xn+1 − xn+2)(xn+1 − xn+5/2)(xn+1 − xn+3)(xn+1 − xn+7/2)(xn+1 − xn+4)

]
f (xn+1)

+

[
(x − xn−1)(x − xn+1)(x − xn+2)(x − xn+5/2)(x − xn+3)(x − xn+7/2)(x − xn+4)

(xn − xn−1)(xn − xn+1)(xn − xn+2)(xn − xn+5/2)(xn − xn+3)(xn − xn+7/2)(xn − xn+4)

]
f (xn)

+

[
(x − xn)(x − xn+1)(x − xn+2)(x − xn+5/2)(x − xn+3)(x − xn+7/2)(x − xn+4)

(xn−1 − xn)(xn−1 − xn+1)(xn−1 − xn+2)(xn−1 − xn+5/2)(xn−1 − xn+3)(xn−1 − xn+7/2)(xn−1 − xn+4)

]
f (xn−1) (5)

Substituting x = sh + xn+4 in equation (5) gives,

P4(sh + xn+4) =

[
(sh+5h)(sh+4h)(sh+3h)(sh+2h)(sh+ 3

2 h)(sh+h)(sh+ 1
2 h)

(5h)(4h)(3h)(2h)( 3
2 h)(h)( 1

2 h)

]
f (xn+4) +

[
(sh+5h)(sh+4h)(sh+3h)(sh+2h)(sh+ 3

2 h)(sh+h)(sh)

( 9
2 h)( 7

2 h)( 5
2 h)( 3

2 h)(h)( 1
2 h)(− 1

2 h)

]
f (xn+7/2)

+

[
(sh+5h)(sh+4h)(sh+3h)(sh+2h)(sh+ 3

2 h)(sh+ 1
2 h)(sh)

(4h)(3h)(2h)(h)( 1
2 h)(− 1

2 h)(−h)

]
f (xn+3) +

[
(sh+5h)(sh+4h)(sh+3h)(sh+2h)(sh+h)(sh+ 1

2 h)(sh)

( 7
2 h)( 5

2 h)( 3
2 h)( 1

2 h)(− 1
2 h)(−h)(− 3

2 h)

]
f (xn+5/2)

+

[
(sh+5h)(sh+4h)(sh+3h)(sh+ 3

2 h)(sh+h)(sh+ 1
2 h)(sh)

(3h)(2h)(h)(− 1
2 h)(−h)(− 3

2 h)(−2h)

]
f (xn+2) +

[
(sh+5h)(sh+4h)(sh+2h)(sh+ 3

2 h)(sh+h)(sh+ 1
2 h)(sh)

(2h)(h)(−h)(− 3
2 h)(−2h)(− 5

2 h)(−3h)

]
f (xn+1)

+

[
(sh+5h)(sh+3h)(sh+2h)(sh+ 3

2 h)(sh+h)(sh+ 1
2 h)(sh)

(h)(−h)(−2h)(− 5
2 h)(−3h)(− 7

2 h)(−4h)

]
f (xn) +

[
(sh+4h)(sh+3h)(sh+2h)(sh+ 3

2 h)(sh+h)(sh+ 1
2 h)(sh)

(−h)(−2h)(−3h)(− 7
2 h)(−4h)(− 9

2 h)(−5h)

]
f (xn−1)

(6)

Equation (6) is further simplified as,

P4(sh + xn+4) =
(

1
360

)
[(s + 1)(s + 2)(s + 3)(s + 4)(s + 5)(2s + 1)(2s + 3)] fn+4

−
(

32
945

)
[s(s + 1)(s + 2)(s + 3)(s + 4)(s + 5)(2s + 3)] fn+ 7

2
+

(
1
24

)
[s(s + 2)(s + 3)(s + 4)(s + 5)(2s + 1)(2s + 3)] fn+3

−
(

32
315

)
[s(s + 1)(s + 2)(s + 3)(s + 4)(s + 5)(2s + 1)] fn+ 5

2
+

(
1
36

)
[s(s + 1)(s + 3)(s + 4)(s + 5)(2s + 1)()2s + 3] fn+2

−
(

1
180

)
[s(s + 1)(s + 2)(s + 4)(s + 5)(2s + 1)(2s + 3)] fn+1 +

(
1

840

)
[s(s + 1)(s + 2)(s + 3)(s + 5)(2s + 1)(2s + 3)] fn

−
(

1
7560

)
[s(s + 1)(s + 2)(s + 3)(s + 4)(2s + 1)(2s + 3)] fn−1

(7)

Integrating the polynomial (7) with respect to s and replacing dx with hds in equation (3) gives,

y(xn+r) = y(xn) + h
∫ xn+r

xn

P4(sh + xn+4)ds (8)

In order to obtain a zero-stable and computationally robust implicit FPHBI, the points (-4, -3), (-4, -2), (-4, -3/2), (-4, -1), (-4, -1/2)
and (-4, 0) are chosen as the limits of integration. This gives the new implicit FPHBI formulae for yn+1, yn+2, yn+ 5

2
, yn+3, yn+ 7

2
and

yn+4 as follows,

yn+1 = yn + h
(
− 965

127008 fn−1 + 1681
4704 fn + 149

144 fn+1 −
21859
15120 fn+2 + 4384

2205 fn+ 5
2
− 4397

3360 fn+3 + 8816
19845 fn+ 7

2
− 631

10080 fn+4

)
yn+2 = yn + h

(
− 29

4410 fn−1 + 251
735 fn + 191

135 fn+1 −
9
35 fn+2 + 1408

1323 fn+ 5
2
− 169

210 fn+3 + 128
441 fn+ 7

2
− 8

189 fn+4

)
yn+ 5

2
= yn + h

(
− 107725

16257024 fn−1 + 206015
602112 fn + 25975

18432 fn+1 −
13375
387072 fn+2 + 19765

14112 fn+ 5
2
− 75125

86016 fn+3 + 38975
127008 fn+ 7

2
− 11425

258048 fn+4

)
yn+3 = yn + h

(
− 31

4704 fn−1 + 2679
7840 fn + 113

80 fn+1 −
41

560 fn+2 + 416
245 fn+ 5

2
− 687

1180 fn+3 + 208
735 fn+ 7

2
− 47

1120 fn+4

)
yn+ 7

2
= yn + h

(
− 245

36864 fn−1 + 4207
12288 fn + 77861

55296 fn+1 −
343

10240 fn+2 + 6811
4320 fn+ 5

2
− 14063

61440 fn+3 + 707
1440 fn+ 7

2
− 27097

552960 fn+4

)
yn+4 = yn + h

(
− 128

19845 fn−1 + 50
147 fn + 64

45 fn+1 −
136
945 fn+2 + 4096

2205 fn+ 5
2
− 64

105 fn+3 + 4096
3969 fn+ 7

2
+ 34

315 fn+4

)


(9)

Equation (9) is the new implicit FPHBI for the simulations of stiff models of the form (1).
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The predictor formulae that compute the previous block at the points xn−1 and xn is derived in similar fashion like the implicit
FPHBI. It is given by the formulae,

yp
n+1 = yn + h

2 (3 fn − fn−1)
yp

n+2 = yn + h (4 fn − 2 fn−1)
yp

n+ 5
2

= yn + 5h
8 (9 fn − 5 fn−1)

yp
n+3 = yn + 3h

2 (5 fn − 3 fn−1)
yp

n+ 7
2

= yn + 7h
8 (11 fn − 7 fn−1)

yp
n+4 = yn + h (12 fn − 8 fn−1)


(10)

2.2. Implementation
The newly formulated implicit FPHBI in equation (9) will be implemented in a predictor-corrector mode. Firstly, we set the data
inputs namely, the problem to be solved, initial conditions, step size and tolerance level. The predictor in equation (10) is used to
evaluate the previous block at the points xn−1 and xn. The implicit FPHBI which serves as the corrector and main method is then
employed in solving the required stiff models. The codes for the implementation of the method were written in MATLAB 2021a
while the method was derived using Scientific Workplace 5.5.

3. Analysis of the Implicit FPHBI

The analysis of the new implicit FPHBI shall be carried out in this section.

3.1. Order
Definition 3.1 [36]
A method and its associated difference operator L given by

L {y(x); h} =

k∑
j=0

[
α jy(x + jh) − hβ jy′(x + jh)

]
(11)

are said to be of order p if c0 = c1 = c2 = ... = cp = 0, cp+1 , 0.
The component cp+1 , 0 is called the error constant of the method. The general form for the constant cqis defined as

c0 =
∑k

j=0 α j

c1 =
∑k

j=0

(
jα j − β j

)
.
.
.

cp =
∑k

j=0

[
1
p! jpα j −

1
(p−1)! jp−1β j

]
, p = 2, 3, ..., q + 1


(12)

Applying equation (12) on the implicit FPHBI (9), we obtain

c0 = c1 = c2 = c3 = c4 = c5 = c6 = c7 = c8 =



0
0
0
0
0
0


, while c9 =



4.9730 × 10−4

3.8179 × 10−4

3.8942 × 10−4

3.8305 × 10−4

3.9424 × 10−4

3.5021 × 10−4


Therefore, the implicit FPHBI is of uniform order 8 with the error constant

c9 =



4.9730 × 10−4

3.8179 × 10−4

3.8942 × 10−4

3.8305 × 10−4

3.9424 × 10−4

3.5021 × 10−4


3.2. Consistency
Definition 3.2 [36]
A method is called consistent if it is of orderp ≥ 1.
Since the new implicit FPHBI is of order 8, it implies that it is consistent.
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3.3. Zero-Stability
Definition 3.3 [12]
If no root of the characteristic polynomial has a modulus greater than one and every root with modulus one is simple, then such a
method is called zero-stable.
[1] proposed scalar test to ascertain the zero-stability status of a method. Thus substituting the scalar test problem

y′ = f = λy (13)

into the implicit FPHBI equation (9), we obtain,

yn+1 = yn + h
(
− 965

127008λyn−1 + 1681
4704λyn + 149

144λyn+1 −
21859
15120λyn+2 + 4384

2205λyn+ 5
2
− 4397

3360λyn+3 + 8816
19845λyn+ 7

2
− 631

10080λyn+4

)
yn+2 = yn + h

(
− 29

4410λyn−1 + 251
735λyn + 191

135λyn+1 −
9

35λyn+2 + 1408
1323λyn+ 5

2
− 169

210λyn+3 + 128
441λyn+ 7

2
− 8

189λyn+4

)
yn+ 5

2
= yn + h

(
− 107725

16257024λyn−1 + 206015
602112λyn + 25975

18432λyn+1 −
13375

387072λyn+2 + 19765
14112λyn+ 5

2
− 75125

86016λyn+3 + 38975
127008λyn+ 7

2
− 11425

258048λyn+4

)
yn+3 = yn + h

(
− 31

4704λyn−1 + 2679
7840λyn + 113

80 λyn+1 −
41

560λyn+2 + 416
245λyn+ 5

2
− 687

1180λyn+3 + 208
735λyn+ 7

2
− 47

1120λyn+4

)
yn+ 7

2
= yn + h

(
− 245

36864λyn−1 + 4207
12288λyn + 77861

55296λyn+1 −
343

10240λyn+2 + 6811
4320λyn+ 5

2
− 14063

61440λyn+3 + 707
1440λyn+ 7

2
− 27097

552960λyn+4

)
yn+4 = yn + h

(
− 128

19845λyn−1 + 50
147λyn + 64

45λyn+1 −
136
945λyn+2 + 4096

2205λyn+ 5
2
− 64

105λyn+3 + 4096
3969λyn+ 7

2
+ 34

315λyn+4

)


(14)

Equation (14) is then written compactly in matrix form as,



1 − 149
144 hλ 21859

15120 hλ − 4384
2205 hλ 4397

3360 hλ − 8816
19845 hλ 631

10080 hλ
− 191

135 hλ 1 + 9
35 hλ − 1408

1323 hλ 169
210 hλ − 128

441 hλ 8
189 hλ

− 25975
18432 hλ 13375

387072 hλ 1 − 19765
14112 hλ 75125

86016 hλ − 38975
127008 hλ 11425

258048 hλ
− 113

80 hλ 41
560 hλ − 416

245 hλ 1 + 687
1120 hλ − 208

735 hλ 47
1120 hλ

− 77861
55296 hλ 343

10240 hλ − 6811
4320 hλ − 14063

61440 hλ 1 − 707
1440 hλ 27097

552960 hλ
− 64

45 hλ 136
945 hλ − 4096

2205 hλ 64
105 hλ − 4096

3969 hλ 1 − 34
315 hλ





yn+1

yn+2

yn+ 5
2

yn+3

yn+ 7
2

yn+4



=



0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1





yn− 7
2

yn−3
yn− 5

2

yn−2
yn−1
yn


+ h



0 0 0 0 − 965
127008λ

1681
4704λ

0 0 0 0 − 29
4410λ

251
735λ

0 0 0 0 − 107725
16257024λ

206015
602112λ

0 0 0 0 − 31
4704λ

2679
7840λ

0 0 0 0 − 245
36864λ

4207
12288λ

0 0 0 0 − 128
19845λ

50
147λ





yn− 7
2

yn−3

yn− 5
2

yn−2

yn−1

yn



(15)

Equation (15) can be written as

AYm = (B + Ch)Ym−1 (16)

where

A =



1 − 149
144 hλ 21859

15120 hλ − 4384
2205 hλ 4397

3360 hλ − 8816
19845 hλ 631

10080 hλ
− 191

135 hλ 1 + 9
35 hλ − 1408

1323 hλ 169
210 hλ − 128

441 hλ 8
189 hλ

− 25975
18432 hλ 13375

387072 hλ 1 − 19765
14112 hλ 75125

86016 hλ − 38975
127008 hλ 11425

258048 hλ
− 113

80 hλ 41
560 hλ − 416

245 hλ 1 + 687
1120 hλ − 208

735 hλ 47
1120 hλ

− 77861
55296 hλ 343

10240 hλ − 6811
4320 hλ − 14063

61440 hλ 1 − 707
1440 hλ 27097

552960 hλ
− 64

45 hλ 136
945 hλ − 4096

2205 hλ 64
105 hλ − 4096

3969 hλ 1 − 34
315 hλ



B =



0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1


,C =



0 0 0 0 − 965
127008λ

1681
4704λ

0 0 0 0 − 29
4410λ

251
735λ

0 0 0 0 − 107725
16257024λ

206015
602112λ

0 0 0 0 − 31
4704λ

2679
7840λ

0 0 0 0 − 245
36864λ

4207
12288λ

0 0 0 0 − 128
19845λ

50
147λ


,Ym =



yn+1
yn+2
yn+ 5

2

yn+3
yn+ 7

2

yn+4
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Figure 2: Stability region of the implicit FPHBI

and Ym−1 =



yn− 7
2

yn−3
yn− 5

2

yn−2
yn−1
yn


Let H = hλ, then the stability polynomial R(t,H)of the implicit FPHBI is,

R(t,H) = det (tA − (B + Ch))
= t6

(
896369

25401600 H6 − 222166877
889056000 H5 + 2665759949

5334336000 H4 + 45552977
14817600 H3 + 3002851

4116000 H2 − 196033
88200 H + 1

)
−t5

(
384922243

45519667200 H6 + 3242808871
54623600640 H5 + 5244493661

2167603200 H4 + 26002411513
36578304000 H3 + 7676764477

5120962560 H2 + 9498443
5017600 H + 1

)
+t4

(
2689

6502809600 H6 + 7891157
1365590016000 H5 + 49697213

1365590016000 H4 + 94811
746496000 H3 + 4407653

18289152000 H2 + 15937
81285120 H

) (17)

Substituting H = 0 into (17) gives,

R(t, 0) = t6 − t5 (18)

Therefore, the zeros of equation (18) are t1 = t2 = t3 = t4 = t5 = 0 and t6 = 1. Since all the zeros lie within |t| ≤ 1, the implicit
FPHBI is said to be zero-stable.

3.4. Convergence
Theorem 3.1 [12]
Consistence and zero-stability are the necessary and sufficient conditions a method must satisfy in order to be convergent.
Thus, the FPHBI is convergent since it satisfies the conditions for consistency and zero-stability.

3.5. Stability Regions
3.5.1. Stability Region of the Implicit FPHBI
The part of the complex plane where a method is absolutely stable when applied to the scalar test equation y′ = λy is called its
stability region.
Definition 3.4 [14]
If the stability region of a method contains the whole left half-plane Re(hλ) < 0, such a method is referred to as A-stable.
The graphical plot of the implicit FPHBI is presented in Figure 2.

3.5.2. Comparison of Stability Regions and Intervals of Instability
The following figure shows the stability region of the Diagonally Implicit Block Backward Differentiation Formula (DIBBDF)
derived by [2].
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Figure 3: Stability region of DIBBDF by [2]

Table 1: Juxtaposition of instability intervals of FPHBI and DIBBDF

Method Interval of Instability
FPHBI (0, 3.8135)

DIBBDF (0, 15.333)

The stability of the new implicit FPHBI (see Figure 2) shall
be compared with that of the DIBBDF (in Figure 3). While
both methods are A-stable, it is obvious from the two figures
that the implicit FPHBI has a larger stability region than that of
DIBBDF. Thus, the FPHBI is expected to be more accurate and
efficient than the DIBBDF, since the larger the stability region
of a method, the better the performance. Note that the stable
region is the region that lies outside the closed curve.

The interval of instability of the new implicit FPHBI is com-
pared with that of DIBBDF as shown in Table 1.
From Table 1, it is clear that the implicit FPHBI has a larger
stability region than the DIBBDF.

4. Test Problems

The implicit FPHBI derived in equation (9) shall be used to
simulate some rigid well-known stiff models in order to test its
accuracy and efficiency. Numerical solution, maximum error,
computation time, efficiency curves and solution curves of the
said problems shall be presented.

4.1. Problem 1 (Pharmacokinetics Model)
Pharmacokinetics is a phenomenon that describes how an

administered drug behaves in the body over a period of time.
Consider the pharmacokinetics model (see Figure 4) composed
of two components; that is, the drug concentration in the gas-
trointestinal (GI) tract y1(t)and drug concentration in the blood-
stream y2(t) as a function of time t given by,

y
′

1 = −k1y1 + d, y1(0) = 1
y
′

2 = k1y1 − key2, y2(0) = 0

}
(19)

where ke(> 0) and k1 are the clearance rate constant and rate
constants from one compartment to another respectively. The
parameter d is the regimen of drug intake. Taking k1 = 2(ln 2)and
ke = (ln 2)/5, the exact solution of equation (19) for t ∈ [0, 6]
are given by

Figure 4: Schema of drug intake from the stomach to bloodstream

y1(x) = e−k1t

y2(t) = − k1
(k1−ke)

(
e−k1t − e−ket

)
, k1 , ke

}
(20)

Note that y1(x) = e−k1t is the drug’s exponential decay in terms
of absorption [37]. This implies that the behaviour in the long
term of the concentration of the drug in the GI tract will reduce
to level zero.
Equation (18) is a two-compartmental pharmacokinetics model
formulated by [38] to model the drug flow via the compartments
of the body namely the GI tract and the circulatory system. The
drug moves from the GI tract compartment into the bloodstream
compartment at a rate relative to the drug’s concentration in the
GI tract [2]. The drug is finally metabolized and cleared from
the bloodstream at a rate relative to its concentration there [39].
For more details on general two-compartment pharmacokinet-
ics models, see [37, 40, 41].

4.2. Problem 2 (Robertson Model)

According to [4], the Robertson model defines an autocat-
alytic kinetics reaction. The Robertson problem, popularly called
the ROBBER according to [13] is a set of three ordinary differ-
ential equations that can be put up under some ideal conditions.
It is mathematically given by the stiff system

y
′

1 = −k1y1 + k3y2y3

y
′

2 = k1y1 − k2y2
2 − k3y2y3

y
′

3 = k2y2
2

 (21)

with (y1(0), y2(0), y3(0))T = (y01, y02, y03)T , where y1, y2 and
y3 are the concentrations of A, B and C respectively and y01, y02
and y03 are concentrations over a period of time t = 0.
This problem was proposed by [42] and the file rober.f con-
taining the software of the problem can be found in [43]. The
Robertson problem is composed of the following reactions

A
k1
−→ B

B + B
k2
−→ C + B

B + C
k3
−→ A + C

where A, B and Care chemical species and k1, k2 and k3are rate
constants. It is important to state that the cause of stiffness of
this problem is the substantial variation in the reaction rate con-
stants.

In the test problem, we shall assume k1 = 0.04, k2 = 3×107

and k3 = 1 × 104 as the numerical values of rate constants and

293



Sunday et al. / J. Nig. Soc. Phys. Sci. 4 (2022) 287–296 294

y01 = 1, y02 = 0 and y03 = 0 as the initial concentrations. The
stiff model (21) is thus given as

y
′

1 = −0.04y1 + 104y2y3, y1(0) = 1
y
′

2 = 0.04y1 − 1 × 104y2y3 − 3 × 107y2
2, y2(0) = 0

y
′

3 = 3 × 107y2
2, y3(0) = 0

(22)

4.3. Problem 3 (Van der Pol Model)

The Van der Pol equation proposed originally in 1920s by
the Dutch electrical engineer Balthazar Van der Pol (1889-1959)
has been used to model systems that have self-excited oscilla-
tions of limit cycles. The equation depicts oscillatory processes
in physics, electronics, biology, neurology, etc.[44]. Van der
Pol himself used the equation to model the range of stability
of the human heart dynamics. Furthermore, coupled neurons
in gastric mill circuits of lobsters in the field of biology were
successfully modelled using the Van der Pol equations [45, 46].
The equation has also been used as a model in seismology for
developing a model in a geological fault that shows interaction
of two plates [47]. The generation of spike in giant squid ax-
ons can also be modelled using Van der Pol equation [48]. It is
therefore important to explore ways of developing a deep under-
standing of the Van der Pol equation in view of its widespread
applications. One of the ways to do this is by modeling and
simulating it.
The Van der Pol equation is a stiff nonlinear equation expressed
as,

y′′ + µ
(
1 + y2

)
y′ + y = 0 (23)

Equation (23) is transformed to its equivalent system of first
order system of the form,

y
′

1 = y2, y1(0) = 2
y
′

2 =
[
−y1 + (1 − y2

1)y2

] /
∈, y2(0) = 0

}
(24)

This transformation is achieved by substituting y1 = ϕ(x), y2 =

µϕ′(x) and x = x/µ, where ∈= 1
/
µ2 is a parameter that controls

stiffness. In this paper, the value of ∈= 500.

5. Results and Discussions

In this section, the implicit FPHBI is employed in simulating
stiff models presented in Section 4. This is aimed at testing the
accuracy, efficiency and computational reliability of the pro-
posed integrator.
The following abbreviations shall be used in the Tables 2-4.

x: Point of evaluation
h: Step size
T /s: Computation/Execution time in seconds
ABSE: Absolute error
MAXE: Maximum error
NUMSOL: Numerical (approximate) solution

DIBBDF : Diagonally implicit block backward differentiation
formula developed by [2]
KSHM: k-step hybrid method derived by [16]
Ode 15s: MATLAB inbuilt stiff solver

Table 2: Juxtaposition of maximum error for Problem 1

h Method MAXE T /s
10−2 FPHBI 2.14126 × 10−6 3.17921 × 10−7

DIBBDF 3.09796 × 10−4 1.48973 × 10−5

ode 15s 7.75030 × 10−3 3.40630 × 10−2

10−4 FPHBI 1.24178 × 10−10 2.81291 × 10−5

DIBBDF 3.26669 × 10−8 4.80924 × 10−4

ode 15s 1.53220 × 10−4 6.09380 × 10−2

10−6 FPHBI 1.12471 × 10−12 5.21799 × 10−3

DIBBDF 5.29902 × 10−11 2.34869 × 10−2

ode 15s 2.44190 × 10−6 9.37500 × 10−1

Figure 5: Efficiency curves for Problem 1

FPHBI: Newly derived implicit four-point hybrid block integra-
tor
Absolute error (ABSE) is defined as

ABS E = |y(x) − yn(x)|

On the other hand, maximum error (MAXE) is defined as

MAXE = max
0≤n≤NS

|y(x) − yn(x)|

where NS is the total number of steps, y(x)is the exact solution
and yn(x) is the computed (approximate) solution.
In Table 2, it is obvious that the FPHBI performed better than
the DIBBDF developed by [2] and the ode 15s solver as the
new method has lesser maximum error for Problem 2. It is also
important to state that the FPHBI is more efficient in terms of
computation time than those of DIBBDF and ode 15s. This is
evident in Table 2 and the efficiency curves presented in Figure
5.
Table 3 presents the approximate solutions of Problem 2 at
points x = 0.4,x = 40 and x = 4000for the three solution
components y1(x), y2(x) and y3(x). The results obtained clearly
show that the implicit FPHBI effectively approximates Problem
2. To further buttress this point, accuracy (solution) curves were
plotted for the problem, see Figure 6.
Table 4 presents the numerical solution of the Van der Pol model
in (24). Since the problem does not have exact solution, the ap-
proximate solution using the newly derived implicit FPHBI is
compared with that of MATLAB in built stiff solver (ode 15s)
at the end points x = 1, x = 5, x = 10 and x = 20. From the
solution curve obtained, it is clear that the result of the FPHBI
converges to that of the ode 15s solver, see Figure 7. Thus, the
FPHBI is computationally reliable.
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Table 3: Juxtaposition of numerical solution for Problem 2 at h = 0.1

x yi NUMSOL in FPHBI NUMSOL in KSHM NUMSOL in ode 15s
0.4 y1 9.8517211401 × 10−1 9.8517211386 × 10−1 9.8517211213 × 10−1

y2 3.3863953813 × 10−5 3.3863953789 × 10−5 3.3863953666 × 10−5

y3 1.4794022199 × 10−2 1.4794022185 × 10−2 1.4794022107 × 10−2

40 y1 7.1582706966 × 10−1 7.1582706871 × 10−1 7.1582706714 × 10−1

y2 9.1855347724 × 10−6 9.1855347646 × 10−6 9.1855347554 × 10−6

y3 2.8416375888 × 10−1 2.8416375746 × 10−1 2.8416375614 × 10−1

4000 y1 1.8320204207 × 10−1 1.8320204187 × 10−1 1.8320204126 × 10−1

y2 8.9423584099 × 10−7 8.9423584000 × 10−7 8.9423583987 × 10−7

y3 8.1679706453 × 10−1 8.1679706389 × 10−1 8.1679706305 × 10−1

Figure 6: Accuracy (solution) curves for Problem 2

Table 4: Juxtaposition of numerical solution for Problem 3 at
h = 0.1

x yi NUMSOL in FPHBI NUMSOL in ode 15s
1 y1 -1.8650950931 -1.8650950571

y2 0.7524845342 0.7524845299
5 y1 1.8985234584 1.8985234421

y2 -0.7289532571 -0.7289532451
10 y1 1.7865365214 1.7865365103

y2 -0.8156276595 -0.8156276438
20 y1 1.5075643297 1.5075643177

y2 -1.1911230041 -1.1911230003

Figure 7: Accuracy (solution) curves for Problem 3

6. Conclusion

In this paper, an implicit FPHBI was derived for the simula-
tions of first order stiff models. Special rigid stiff problems like
the pharmacokinetics, Robertson and the Van der Pol models
were considered. The results obtained clearly showed that the

new integrator is computational reliable, as it performed cred-
itably well. The paper further analysed the integrator on the
basis on consistency, zero-stability and convergence. The sta-
bility region of the integrator was plotted and the plot generated
shows that the integrator is A-stable, thus making it fit for sim-
ulating stiff models. Finally, the authors are optimistic that this
study has added to the collective understanding of the nature of
solutions of these stiff models.
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