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inTroducTion

Large data sets are idle in database of companies, 
universities, etc. Using the hidden information in these 
databases is based on efficient management. Data 
mining is looking for hidden relationships in databases. 
This process is more than just a simple retrieving data 
and lets researchers to find new information from data. 
One of the most important algorithms of data mining 
is classification which is used when the tag of samples is  
obvious.

Cardiovascular diseases are one of the most common 
diseases which cause a large number of deaths each year. The 
most common type of these diseases is Coronary Arteries 
Disease (CAD).[1] This disease makes Coronary arteries hard 
and tight. Due to its danger and causing of about 1/3 deaths 
in the world,[2] early diagnosis of CAD is very vital.

The best way to diagnose heart vessels stenosis is 
angiography. Because of its complications, researchers 
are looking for alternative methods. A lot of studies have 
been done so far. They have tried to diagnose CAD by using 
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data mining methods and collecting features based on 
noninvasive methods.

In the studies that have been done so far, stenosis of the 
LAD, Left Circumflex (LCX) and Right Coronary Artery 
(RCA) vessels have been rarely examined separately. The 
majority of papers consider just being CAD or normal. 
The ones whom LAD, LCX or RCA vessel is clogged are 
considered as CAD patients, others as healthy. As is said, 
most of the papers have not examined and analyzed 
stenosis of vessels separately and the effective features on  
them.

Babaoglu et al.[3] used exercise test data and neural network 
algorithm to diagnose stenosis of each vessel separately 
and reached 73%, 64.85% and 69.39% accuracy for LAD, LCX 
and RCA vessels respectively.

Srinivas et al.[4] examined stenosis of each vessel separately 
and find some rules for them.

Sony et al.[5] used genetic algorithm and decision tree and 
find some rules for stenosis of each vessel.
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Ordonez et al.[6] put some constraints on association rule 
and find some rules for stenosis of each vessel.

Some papers have worked on diagnosing CAD and 
achieved 52.33%, about 90%, 70% and 75% accuracy 
respectively.[7-10] But they have not considered stenosis of each vessel  
separately.

In this study, the effect of some new features which don’t 
consider in previous studies is investigated on stenosis of LAD, 
LCX and RCA vessels. For this purpose, C4.5,[11] Naïve Bayes,[12] 
and k-nearest neighbour (KNN) algorithms were used.

In next sections  data set, Algorithms used in this study are 
described, and results are given. In last section the study is 
concluded and is mentioned about some future work.

used medical data set

The data set which is used in this study is collected from 
visitors with chest pain to the Shaheed Rajaei hospital. 
They were suspicious of having CAD and were volunteers 
for angiography.

ECG abnormality is not common among CAD patients. 
Also it is easy to diagnose stenosed coronary artery when 
significant ECG abnormality exists. The aim of this study is 
to find a way for specifying the lesioned vessel when there is 
not enough ECG changes and only based on Demographic, 
Symptom, Examination information and ECG Features. The 
class feature is Cath which is determined by angiography. 
The class value is Cad when diameter narrowing is greater 
or equal to 50 and Normal otherwise. The features 
along with their valid ranges in data set are given in  
Tables 1-3.

In the above features, HTN identifies history of Hypertension, 
DM is history of Diabetes Mellitus, Current Smoker is current 
consumption of cigarettes, Ex-Smoker is history of previous 
consumption of cigarettes and FH is history of heart disease 
in first-degree relatives.

maTerials and meThods

Three classification algorithms were used to analyse the 
data set. In all algorithms, default setting of RapidMiner 
was used. In the subsequent sections, the data mining 
algorithms used to analyze the data set is described.

c 4.5

One of the best decision tree algorithms is C4.5. This 
algorithm can manage continuous data. It uses pruning 
algorithms to increase accuracy and Gain Ratio to select 
features. One of the pruning algorithms which is used 
by C4.5 is reduce error pruning and it increases accuracy 

of the algorithm. One of its factors is M. it shows the 
minimum instances that a leaf should have. C means the 
confidence threshold which is considered for pruning. By 
changing these two factors the accuracy of algorithm is  
changed.

naïve bayes

One of the Bayesian methods is Naïve Bayes. All of these 
algorithms use Bayes formula:

Table 1: Demographic features
Demographic features Range

Age 30-86
Weight 48-120
Sex Male, Female
BMI (Body mass index kg/m2) 18-41
DM (Diabetes mellitus) Yes, No
HTN (Hyper tension) Yes, No
Current smoker Yes, No
Ex-smoker Yes, No
FH (Family history) Yes, No
Obesity Yes if MBI>25, No otherwise
CRF (Chronic renal failure) Yes, No
CVA (Cerebrovascular accident) Yes, No
Airway disease Yes, No
Thyroid disease Yes, No
CHF (Congestive heart failure) Yes, No
DLP (Dyslipidaemia) Yes, No

Table 2: Symptom and examination features
Symptom and examination features Range

BP (Blood pressure) 90-190
PR (Pulse rate) 50-110
Edema Yes, No
Weak peripheral pulse Yes, No
Lung rales Yes, No
Systolic murmur Yes, No
Diastolic murmur Yes, No
Typical chest pain Yes, No
Dyspnoea Yes, No
Function class 1, 2, 3, 4
Atypical Yes, No
Non anginal CP Yes, No
Exertional CP (Exertional chest pain) Yes, No
LowThAng (low threshold angina) Yes, No

Table 3: ECG features
ECG features Range

Rhythm Sin, AF
Q wave Yes, No
ST elevation Yes, No
ST depression Yes, No
Tinversion Yes, No
LVH (Left ventricular hypertrophy) Yes, No
Poor R Progression (Poor R wave progression) Yes, No
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P(B|A)∗(PA)P(A|B)
P(B)

=  (1)

The hypothesis of this algorithm is independency of 
features. Thus when some of features depend on each 
other, this algorithm may work badly.

Knn

KNN is a method for classifying instances based on closest 
training examples so that an instance is classified base on 
majority vote of its neighbours. It is a lazy learning because 
all computation is deferred until classification. K is one 
of the KNN factors which shows considered neighbours 
for an instance for determining its label. By changing the 
value of K, the accuracy is changed.

experimenTal resulTs

To apply the data mining algorithms, the RapidMiner tool is 
used.[13] RapidMiner is a tool for experimenting with machine 
learning and data mining algorithms. In this study the default 
setting of RapidMiner is used, the difference is in C4.5 
algorithm where C and M was set to 0.4 and 11 respectively.

performance measure

For measuring the performance of algorithms, Accuracy, 
Sensitivity, and Specificity were used because these three 
criteria are used more in the medical field.

confusion matrix
For calculation of Sensitivity, Specificity and accuracy 
confusion matrix is required.

In Table 4 Confusion Matrix is shown.

In confusion matrix:
• Actual class is the class which determined by 

angiography and it is existed in dataset. Predicted class 
is the one which is predicted by algorithms

• TP is number of samples of class C1 which has been 
correctly classified

• TN is number of samples of class C2 which has been 
correctly classified

• FN is number of samples of class C1 which has been 
falsely classified as C2

• FP is number of samples of class C2 which has been 
falsely classified as C1

sensitivity, specificity and accuracy
According to Confusion Matrix, Sensitivity, Specificity and 
Accuracy are calculated as follows:

Sensitivity
TP

TP FN
=

+( )

=
+( )

TN
Specificity

TN FP

+
=

+ + +

( )

( )

TN TP
Accuracy
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roc
It is a diagram for comparing performance of algorithms.

It is created by True Positive Rate (TPR) vs. False Positive 
Rate (FPR).

The more the area under ROC curve is, the higher the 
performance of the algorithm is. FPR and TPR are explained 
as follows:

=
+( )
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evaluation results

The evaluation results are presented in the next 
subsections.

output
For getting results, K is set to 3 for KNN algorithm and M 
and C are set to 11 and 0.4 respectively for C4.5 algorithm.

The highest accuracy in this study is related to these values 
of K, M, and C for KNN and C4.5 algorithms.

The performance measures for different algorithms to 
diagnose stenosis of LAD are represented in Table 5.

As shown in Table 5, the highest accuracy is related to 

Table 4: Confusion matrix
Predicted class Actual class

C1 C2

C1 True positive (TP) False positive (FP)
C2 False negative (FN) True negative (TN)

Table 5: Performance of classification algorithms for 
diagnosing stenosis of left anterior descending vessel
Algorithm used Accuracy % Sensitivity % Specificity %

Naïve Bayes 51.81±5.02 19.77 96.83
C 4.5 74.20±5.51 83.62 61.11
k-nearest neighbour 59.65±9.53 65.54 51.59
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C4.5 which is 74.20%. Notice that the Sensitivity values are 
higher than Specificity values in C4.5 and KNN. These two 
methods are more capable of predicting the CAD samples in 
comparison to normal ones unlike Naïve Bayes.

As far as we know, the best accuracy for diagnosing stenosis 
of the vessels separately was reached by[3] which is 73% for 
the LAD vessel stenosis and it is lower than the accuracy of 
this study.

The performance measures for different algorithms to 
diagnose LCX vessel stenosis are represented in Table 6.

As shown in Table 6, the C4.5, Naïve Bayes, and KNN 
methods achieved nearly the same accuracy values, which 
is above 61%. Also in this Table, C4.5 in comparison to Naïve 
Bayes and KNN is more capable of predicting the normal 
samples.

In[3] the accuracy for diagnosing LCX vessel stenosis was 
reached 64.85% which is nearly the same as this article.

The performance measures for different algorithms to 
diagnose RCA vessel stenosis are represented in Table 7.

As shown in Table 7 the C4.5 and Naïve Bayes methods 
achieved nearly the same accuracy values, which is above 
68%. However, KNN algorithm has lower accuracy.

In[3] the accuracy for diagnosing stenosis of RCA vessel was 
reached 69.39% which is nearly the same as this article.

As shown in Tables 5-7 diagnosing stenosis of LAD vessel is 
easier than others and diagnosing stenosis of RCA vessel is 
easier than LCX vessel.

The information gain was used to determine the effect of 
features on these three vessels. A feature will get a higher 
weight if one of its values causes CAD and other one causes 
Normal. The results are shown in Tables 8-10.

As shown in Table 8, Typical Chest Pain, Atypical, Age, ST 
Elevation, Nonanginal, Tinversion, Q Wave, BP, PR, HTN, ST 
Depression and Diastolic Murmur have the highest influence 
on stenosis of LAD vessel respectively.

As shown in Table 9, Age, Typical Chest Pain, BP, HTN, 
Atypical, DM, Weight, length, BMI, EX-Smoker, Function 
class, PR, Sex, and Non anginal have the highest influence 
on stenosis of LCX vessel respectively.

As shown in Table 10, Typical Chest Pain, DM, Age, Atypical, 
Poor R Progression, Function Class, Non anginal, HTN, 
length, PR, BP, Weight, Sex, Q wave, Diastolic Murmur and 
Dyspnea have the highest influence on stenosis of RCA 
vessel respectively.

Table 6: Performance of classification algorithms for 
diagnosing left circumflex vessel stenosis
Algorithm used Accuracy % Sensitivity % Specificity %

Naïve Bayes 62.73±6.18 75.54 42.86
C 4.5 63.76±9.73 67.39 57.98
k-nearest neighbour 61.39±9.82 70.11 47.90

Table 7: Performance of classification algorithms for 
diagnosing right coronary artery vessel stenosis
Algorithm used Accuracy % Sensitivity % Specificity %

Naïve Bayes 67.29±4.50 47.37 79.37
C 4.5 68.33±6.90 51.75 78.31
k-nearest neighbour 59.11±8.57 34.21 74.07

Table 8: Information gain of features for left anterior 
descending

WeightFeature

1Typical chest pain
0.573Atypical
0.389Age
0.235ST elevation
0.233Non anginal
0.213Tinversion
0.164Q Wave
0.162BP
0.155PR
0.153HTN
0.107ST depression
0.076Diastolic murmur
0.071DM
0.064BMI
0.063Poor R Progression
0.060Weight
0.054Edema
0.053Length
0.046Function class
0.044Sex
0.043Lung rales
0.039Thyroid disease
0.034Current smoker
0.033Dyspnea
0.033Ex-smoker
0.033LowTHAng
0.027CRF
0.018Obesity
0.016CHF
0.011CVA

For comparing performance of algorithms, ROC diagrams 
have been shown in Figures 1-3.

In Figures 1-3 the blue, red, and green lines show the KNN, 
C4.5, and Naïve Bayes models respectively.

As Figure 1 shows the best performance for diagnosing LAD 
vessel stenosis is related to C4.5 because of the wider area 
under its curve.
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Table 10: Information gain of features for right coronary artery
WeightFeature

1Typical chest pain
0.824DM
0.723Age
0.677Atypical
0.402Poor R progression
0.358Function class
0.341Nonanginal
0.254HTN
0.252Length
0.244PR
0.231BP
0.217Weight
0.170Sex
0.162Q wave
0.125Diastolic murmur
0.119Dyspnea
0.114BMI
0.074CHF
0.072LowTHAng
0.043Tinversion
0.039Weak peripheral pulse
0.039CVA
0.035ST elevation
0.025EX-smoker
0.019DLP
0.017Current smoker
0.015ST depression
0.011Airway disease
0.010Thyroid disease
0.009Systolic murmur

As Figure 2 shows the best performance is related to C4.5 
for diagnosing LCX vessel stenosis.

As Figure 3 shows the performance of three algorithms 
for diagnosing RCA vessel stenosis is approximately the  
same.

resulTs and discussion

In this study Naïve Bayes, C4.5, and KNN algorithms were 
applied on new features that some of them had not been 
considered in pervious papers for diagnosing stenosis of 
each vessel separately.

Figure 1: ROC diagram for diagnosing LAD vessel stenosis using C4.5, Naïve Bayes, and KNN algorithms

Table 9: Information gain of features for left circumflex
WeightFeature

1Age
0.930Typical chest pain
0.454BP
0.327HTN
0.311Atypical
0.259DM
0.176Weight
0.172Length
0.169BMI
0.139EX-smoker
0.130Function class
0.129PR
0.124Sex
0.115Nonanginal
0.096Airway disease
0.075Thyroid disease
0.065CRF
0.050Tinversion
0.043Diastolic murmur
0.041Systolic murmur
0.035Poor R progression
0.035CHF
0.031Current smoker
0.030CVA
0.028Q Wave
0.026Dyspnea
0.021Edema
0.019Obesity
0.012ST depression
0.006Lung Rales
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Figure 2: ROC diagram for diagnosing LCX vessel stenosis using C4.5, Naïve Bayes, and KNN algorithms

Figure 3: ROC diagram for diagnosing RCA vessel stenosis using C4.5, Naïve Bayes, and KNN algorithm

This study showed that, C4.5 method is better than Naïve 
Bayes and KNN on this data set and Typical Chest Pain, Age 
and Atypical features have a significant impact on vessels 
stenosis.

The accuracy for diagnosing stenosis of LAD vessel which 
is reached by this study is higher than the others and the 
accuracy for diagnosing stenosis of LCX and RCA vessels is 
approximately the same as[3] which had the best accuracy 
among the other papers.

conclusion and fuTure WorK

In this study, three data mining algorithms were used and 

the highest accuracy was related to C4.5 which achieved 
74.20%, 63.76%, and 68.33% accuracy for LAD, LCX, and RCA 
vessels respectively. As far as we know this accuracy is the 
best one for diagnosing LAD stenosis and was not achieved 
by previous studies.

The effects of 37 features were examined on stenosis of 
vessels. Age and Typical Chest Pain had a large effect on 
these vessels stenosis.

In the future, the goal is to add other features like Lab 
data and Echo data to find the impact of these features 
on stenosis of vessels and to achieve higher accuracy for 
diagnosing them.
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