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INTRODUCTION

Breast cancer is the most common type of cancer among 
women. The important key to treat is early detection of 
it because according to many pathological studies, more 
than 75–80% of all abnormalities are still benign at primary 
stages; so in the recent years, many studies and extensive 
research have been carried out for early detection of breast 
cancer with higher precision and accuracy.[1,2]

A B S T R A C T

Breast cancer is the most common type of cancer among women. The important key to treat the breast cancer is early detection of 
it because according to many pathological studies more than 75% – 80% of all abnormalities are still benign at primary stages; so in 
recent years, many studies and extensive research done to early detection of breast cancer with higher precision and accuracy. Infra-
red breast thermography is an imaging technique based on recording temperature distribution patterns of breast tissue. Compared with 
breast mammography technique, thermography is more suitable technique because it is noninvasive, non-contact, passive and free 
ionizing radiation. In this paper, a full automatic high accuracy technique for classification of suspicious areas in thermogram images 
with the aim of assisting physicians in early detection of breast cancer has been presented. Proposed algorithm consists of four main 
steps: pre‑processing & segmentation, feature extraction, feature selection and classification. At the first step, using full automatic 
operation, region of interest (ROI) determined and the quality of image improved. Using thresholding and edge detection techniques, 
both right and left breasts separated from each other. Then relative suspected areas become segmented and image matrix normalized 
due to the uniqueness of each person’s body temperature. At feature extraction stage, 23 features, including statistical, morphological, 
frequency domain, histogram and Gray Level Co-occurrence Matrix (GLCM) based features are extracted from segmented right and 
left breast obtained from step 1. To achieve the best features, feature selection methods such as minimum Redundancy and Maximum 
Relevance (mRMR), Sequential Forward Selection (SFS), Sequential Backward Selection (SBS), Sequential Floating Forward 
Selection (SFFS), Sequential Floating Backward Selection (SFBS) and Genetic Algorithm (GA) have been used at step 3. Finally 
to classify and TH labeling procedures, different classifiers such as AdaBoost, Support Vector Machine (SVM), k‑Nearest Neighbors 
(kNN), Naïve Bayes (NB) and probability Neural Network (PNN) are assessed to find the best suitable one. These steps are applied 
on different thermogram images degrees. The results obtained on native database showed the best and significant performance of the 
proposed algorithm in comprise to the similar studies. According to experimental results, GA combined with AdaBoost with the mean 
accuracy of 85.33% and 87.42% on the left and right breast images with 0 degree, GA combined with AdaBoost with mean accuracy 
of 85.17% on the left breast images with 45 degree and mRMR combined with AdaBoost with mean accuracy of 85.15% on the right 
breast images with 45 degree, and also GA combined with AdaBoost with a mean accuracy of 84.67% and 86.21%, on the left and 
right breast images with 90 degree, are the best combinations of feature selection and classifier for evaluation of breast images.
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types of so-called “bad” cells, lead to the release of 
chemicals into the surrounding areas and can help the blood 
vessels to be built one after another continuously which is 
known as “angiogenesis.” These highly active blood vessels 
feed nutrients to newly formed hungry cancerous cells, it 
can cause increasing fluid (lymph and blood) propagation 
and then producing heat leading to increase of local 
temperature near the skin around cancerous tissue, forming 
“hot spots.” These hot spots are created before growing as 
benign tumors.[3,4]

Recently, mammography and ultrasound imaging were 
the most used techniques for the early detection of 
breast cancer. The harms of standard mammography 
technique can be aggressive because experts believe that 
electromagnetic radiation itself can be considered as a 
stimulating factor for cancer development. Moreover, this 
technique is very disturbing because patient complains 
of breast discomfort due to pushing it. Ultrasound is also 
very effective in detecting different breast masses but has 
a high degree of fault to detect the ductal carcinoma.[5,6] 
To remove the disadvantages of current methods, infrared 
thermography can be used as a complementary method for 
detecting breast abnormalities in thermal images. Infrared 
thermography uses a highly sensitive infrared camera to 
obtain the image of the temperature distribution in the 
human body. This imaging technique due to the use of 
nonionizing radiation (passive), noncontrast enhanced 
injection, noncontact, and noninvasive is very valuable in 
many biological and medical applications when compared 
or in combination with other imaging modalities. 
Moreover, recording temperature distribution patterns in 
thermography leads to the physiological interpretation of 
tissues (temperature change based on interaction patterns), 
which could reveal suspected areas of cancer tissue even 
when there is no anatomical abnormalities on the tissue 
surface and it seems quite healthy; while the other diagnostic 
techniques such as mammography and ultrasound lead to 
the anatomical interpretation of tissues which reveals the 
problems after structural changes in higher stages of breast 
cancer. Results of thermography can show forming of the 
tissue masses in the human body, 8–10 years sooner than 
mammography. Temperature variations are relevant with 
changes in breast tissue.[7-10]

Various studies for the early detection of breast cancer using 
breast thermograms have been done. In 1961, Williams 
et al.[11] showed the possibility of detecting breast cancer 
from increased temperature at breast tissue acquired by 
infrared thermography (temperature sensitivity was about 
2°C in the image acquired during a few minutes). Subsequent 
studies showed that the thermal images can be helpful 
to detect breast cancer. Parisky et al.[12] after 4 years of a 
clinical trial on 769 patients reported that infrared thermal 
imaging is a noninvasive and safe technique, can be very 
valuable in the determination of the benign or malignant 

breast abnormalities combined with mammography. Arora 
et al.[13] performed a clinical trial on 92 patients, leading 
that digital infrared thermal imaging was very valuable 
in women with dense breast tissue whenever combined 
with conventional imaging technique such as ultrasound 
and mammography. Kennedy et al.[14] showed that the 
combination of thermotherapy and other diagnostic 
techniques can improve the sensitivity and specificity of 
breast abnormality detection. Kermani et al.[15] performed 
the color segmentation using Gaussian mixture model on 
the breast thermography images. In their method, weighted 
Gaussian components are fit to pixel values in RGB color 
space. Model parameters are estimated using the popular 
iterative expectation-maximization algorithm. After 
segmentation, they ordered the obtained clusters based on 
the increase in average temperature.

Many studies to detect breast cancer using thermography 
have been carried out in the late 1960s–1970s. Since the 
classification was done intuitively and directly by physician, 
those days, leading to a high false acceptance rate 
percentage, but based on the development of technology 
in the recent years, it has been proved that the increase 
in metabolic activity of cancerous cells and angiogenesis 
at the neighborhood tissues can make changes in surface 
temperature of the breast.[16] Table 1 represents some 
previous studies to detect breast cancer using thermography 
images.[17-23]

In the present study, due to a lot of attractions of breast 
thermography, a method with a very noticeable accuracy, 
sensitivity, and severity has been proposed. Proposed 
algorithm consists of four main steps: Preprocessing and 
segmentation, feature extraction, feature selection, and 
classification. At the first step, using full automatic operation, 
region of interest (ROI) was determined and the quality of 
image was improved. Then, using thresholding and edge 
detection techniques, both right and left breasts separated 
from each other, so relatively suspected areas become 
segmented and image matrix normalized to the uniqueness 
of each person’s body temperature. At feature extraction 
stage, 23 features, including statistical, morphological, 
frequency domain, histogram, and gray level co-occurrence 
matrix (GLCM)-based features are extracted from the 
segmented right and left breast obtained from step 1. Then, 
to reduce the computation burden and increase the accuracy 
of proposed algorithm, feature selection methods such as 
minimum redundancy and maximum relevance (mRMR), 
sequential forward selection (SFS), sequential backward 
selection (SBS), sequential floating forward selection (SFFS), 
sequential floating backward selection (SFBS), and genetic 
algorithm (GA) have been used at step 3. Finally, to classify 
and assign TH, different classifiers such as AdaBoost, 
support vector machine (SVM), k-nearest neighbors (k-NN), 
Naïve Bayesian (NB), and probability neural network (PNN) 
are assessed to find the best suitable results. It should be 
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noted that the sympathetic nervous system has not been 
activated and experiments have been done normally in 
these stages.

MATERIALS AND METHODS

In this research, to evaluate the performance of proposed 
method, the native database obtained by the help of 
Fanavaran Madoon Ghermez (FMG) Co., Ltd.[24] using one 
infrared camera (Thermoteknix VisIR 640, Resolution: 
480 × 640) from the patients whom their physician 
was suspicious to have breast cancer and referred them 
to Imam Khomeini hospital for more accurate clinical 
examinations. Acquired Images labeled as TH1-TH5 
depend to the stage of cancer by an oncologist observing 
all ethical issues. This database contains images with 
different angles such as 0°, ±45°, and ±90° before and 
after ice test (ice test: Putting their hands on a mixture 
of ice and water for about 20 min) and then a total of 10 
images for each. The total number of people participated 
until writing this paper was 67 (total 670 images). In this 
paper, all views of images before the ice test for all 67 
participants have been used.

The scanned area of the body should be devoid of clothing 
or jewelry. The camera has been designed in a way that 

has always been to reduce/eliminate technical errors in 
the imaging process. For medical applications, a controlled 
environment (scan room temperature: 18–23°C) helps to 
increase accuracy. Infrared camera should be placed at 
a certain distance (1.5 m) from the patient. The patient 
was told not to use cream or powder on the body surface 
before imaging, smoking, eating spicy foods, and chewing 
gum 3 h before imaging. Moreover, the patient was told to 
avoid shaving, doing any exercise or physical stimulation 
24 h, and any sunbath or steam bath minimum 1 week 
before imaging. At least 1 month should be passed from 
biopsy and 3 months after breast surgery, radiation, and 
chemotherapy. All windows should be shielded to prevent 
heat radiation into the room. Fluorescent light must be 
away from the scanning area. The camera should be turned 
on for about 15 min before imaging. To avoid the stress of 
environment effects on body temperature, the floor should 
be carpeted or the patient should put on shoes. All thermal 
energy radiation sources such as hot water pipes, windows, 
insulation, and heating channels should be checked to have 
no effects on imaging process. Any lack of a sore throat, 
chest pain, chills, and no fever should be checked and 
confirmed by a doctor. The patient should not be placed 
back into the field or screen. Each of these parameters 
can be completely useful and effective in a matter of 
testing/diagnosis or treatment.[25]

Table 1: Previous proposed methods of detecting breast cancer using thermogram images
Study Proposed approach

Serrano and 
Lima, 2010[17]

The right and left breast images were separated and each breast was segmented using a square window. Window moves over the image 
and Hurst coefficient is calculated to detect breast tissue. Then, to form the feature vector, the mean and SD of Hurst coefficients for 
each window are calculated. Finally, to detect the breast cancer, different classification algorithms were used in which the Naïve Bayesian 
algorithm is the best one

Serrano 
et al., 2011[18]

The preprocessing operation involves separation of right and left breast done in five steps
1. Identify the upper limit of the ROI
2. Find the lower boundary of ROI
3. Detection and removal of discreet pixels
4. Detection of external boundaries
5. Separation of left and right breast. Then, some features were extracted from image and to evaluate system performance, a pixel by 
pixel subtraction of left and right breast images was done. The resulting image pixels are normalized to the interval 0 and 1 and the 
mean of pixel intensities was calculated as new feature

Satoto 
et al., 2011[19]

Wiener filter was used to eliminate the noise. Using histogram equalization, image contrast was improved. The last step of the 
preprocessing procedure uses region growing method. Then, statistical features such as mean, standard deviation, entropy, skewness, and 
kurtosis of images were extracted. Finally, fuzzy algorithm was used for classification

Kapoor 
et al., 2012[20,21]

Background and additional areas of the image were removed at first. Breast boundaries were extracted using “canny” edge detection and 
gradient operator was used to determine the boundary curves of the left and right breast. Lower bounds of the breast were determined 
using two elliptical curves, and the area under the curve has been eliminated. Then, a separator for separating the right and left breasts 
have been used. In the feature extraction stage, the features of skewness, kurtosis, entropy, and features based on co‑occurrence matrix 
such as energy, homogeneity, and correlation were extracted. Finally, the MLP neural network is used for classification of features

Nicandro 
et al., 2013[22]

Information such as the temperature difference between the left and right breasts, hot spots in the breast, the temperature difference 
between the hot spots, the center of the hot zone, features based on the histogram, and patient age were used to determine the 
suspected areas. To evaluate the performance Naive Bayes classifier, hill climbing, iterative hill climbing, artificial neural networks, decision 
trees ID3 and C4.5 decision tree have been used. The iterative hill climbing algorithm had the best performance with the accuracy of 
76.12% among all classifiers

Dinsha and 
Manikandaprabu, 
2014[23]

First, using CLAHF, the quality of thermal images was improved and noise is eliminated using a nonlinear filter. To achieve strong edges, 
Gaussian filter with weighting coefficients corresponding to pixel intensities has been developed. The segmentation was performed using 
both k‑means and FCM algorithms and features based on co‑occurrence matrix separately. Finally, SVM and Bayesian classifiers were used 
on feature space. The best accuracy was achieved by a simple Bayesian. Sensitivity=92.93%, 92.86% of accuracy, and precision=92.86%

FCM – Fuzzy c‑means; SVM – Support vector machine; SD – Standard deviation; MLP – Multi‑layer perceptron; ROI – Region of interest; CLAHF –  Contrast limited adaptive 
histogram equalization
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Table 2: The distribution of patients in whom their cancer 
stages (standard level: TH) were labeled by oncologist for 
both right and left breasts separately
TH Right breast Left breast

1 24 6
2 22 28
3 12 14
4 4 13
5 5 6

The patient was told to put her hands on her head in rest 
state. Five different angle (0°, ±45°, and ± 90°) images 
were obtained (before ice test). Then, the patient was 
told to put her hands into the mixture of water and ice for 
about 20 min and so five another different angles image 
(0°, ±45° and ±90°) were obtained again (after the ice 
test). Table 2 shows the distribution of patients in whom 
their cancer stages (standard level: TH) were labeled by 
oncologist according to a paper by Gautherie et al.[26] for 
both the right and left breasts separately.

The proposed method includes four stages: (1) Preprocessing 
and segmentation, (2) feature extraction, (3) feature 
selection, (4) classification, and TH labeling. Figure 1 shows 
the structure of the presented method. Details of each 
section of the proposed algorithm will be presented.

Preprocessing and Segmentation

Preprocessing, especially in data-driven studies, is a very 
important stage because a better preprocessing procedure 
can cause a better classification results. To distinguish 
between normal and abnormal tissues, preprocessing and 
segmentation were performed in three stages: (1) ROIs 
detection and thermal images enhancement, (2) breast 
tissue segmentation, (3) suspicious regions detection and 
data normalization.

The first stage of the proposed method is to remove 
additional regions. The tissues of the neck and under breast 
are removed by automatic cutting and deleting the lateral 
arrays of the matrix image. The warmer areas are darker 
with less intensity. Therefore, images were complemented 
to change the color palette from false to true. Furthermore, 
the salt and pepper noise was removed by a 3 × 3 median 
filter. To improve the local contrast, histogram of images was 
equalized and adjusted. Now, details were displayed with 
more accuracy. Then, to determine the area of the breast 
tissue, “Sobel” edge detector by a threshold value of 0.05 is 
applied and the horizontal and vertical edges (minimum 
20 continuous endmost pixels needed to be determined as 
a real edge) were found. Again, areas of surrounding tissue 
are cut to minimize the estimation error and so enhanced 
ROIs were detected in thermal images [Figure 2a-h].

The second stage of preprocessing and segmentation 
is separation of the right and left breast. The coordinate 
of endmost pixels for lateral, upper, and lower edges 
are obtained. A separating line was drawn from mean 
coordinates of lateral edges to separate the right and left 
breast. As a result, the image is automatically cut at the 
desired point and two separate images are obtained as right 
and left breast [Figure 3].

To extract suspicious regions more accurately, “Erosion” 
morphological operator by disk structuring element size of 
10 has been used to estimate the background [Figure 4a], and 
the difference of estimated background and original image 
is obtained [Figure 4b]. Then, due to a unique temperature 
of every patient, data were normalized by dividing the 
elements to the norm of image matrix [Figure 4c]. Finally, 
the suspicious regions are obtained by applying adaptive 
thresholding [Figure 4d]. At last, final results were obtained 
using opening morphological operator by disk size 2, and 
adding it to original image [Figure 4e].

Database

Test
images 

Train
images 

ROIs detection and
Thermal images enhancement Breast tissue segmentation

Suspicious regions detection 
and Data normalization 

Pre-processing & segmentation 

Contrast, Homogeneity, Energy, Correlation, Euler Number, Area, Perimeter, Shape Factor, Mean, Std, Max value, Min
value, Median, Mod, Moment3, Moment4, Skewness, Kurtosis, Entropy, Max value of FFT, Mean value of FFT, Hurst

coefficient, Norm value 

Feature extraction

mRMR, SFS, SBS, SFFS, SFBS, GA

Feature selection 

Classification 

AdaBoost, SVM, KNN, NB, PNN TH labeling 

Figure 1: Proposed system architecture
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standard deviation, max-value, min-value, median, mod, 
central moment with order 3, central moment with order 
4, skewness, kurtosis, entropy, max value of fast Fourier 
transform, mean value of fast Fourier transform, Hurst 
coefficient, and norm.

Mentioned features include statistical features, features 
based on histogram, GLCM, morphology of suspicious 
regions, and frequency domain. Contrast, homogeneity, 
energy, and correlation are based on GLCM; Euler number, 
area, perimeter, and shape factor are based on morphology 
of suspicious regions; mean, standard deviation, max-value, 
and min-value are based on histogram; median, mod, 
skewness, and kurtosis are based on statistical features, and 
finally, max value of fast Fourier transform and mean value 
of fast Fourier transform are based on frequency domain.

Feature Selection

Various information causes a high dimensionality feature 
matrix that reduces accuracy and increases computation 
burden. Hence, to obtain a more accurate selection and 

Feature Extraction

In feature extraction stage, it is necessary to extract the 
information from images so that the system can distinguish 
between normal and abnormal tissues correctly. Each 
feature is extracted from the right and left breast separately. 
The features are contrast, homogeneity, energy, correlation, 
Euler number, area, perimeter, shape factor, mean, 

Figure 3: Breast tissue segmentation. (a) Determining region of interests; 
(b) right breast image; (c) left breast image

cb

a

Figure 4: Suspicious regions detection. (a) Original image after applying Erosion operator; (b) difference of estimated background and original image; (c) image 
matrix normalization; (d) suspicious regions detection by applying adaptive thresholding; (e) using opening morphological operator and adding to original 
images

dcba e

Figure 2: Region of interests detection and thermal image enhancement. 
(a) Original image; (b) removing additional regions including tissues of neck 
and under breast; (c) complementing the image and removing salt and 
pepper noise; (d) histogram equalizing of image; (e) histogram adjusting 
of image; (f) applying “Sobel” edge detector to obtain horizontal edges; 
(g) applying “Sobel” edge detector to obtain vertical edges; (h) determined 
region of interests

dc

b

f

a

e

hg
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further reduction of the number of extracted features, 
different feature selection methods are used. In this paper, 
the mRMR,[27] SFS,[28] SBS,[28] SFFS,[29] SFBS,[29] and GA[30] are 
applied and compared with each other.

Classification and TH Labeling

Classification is the final stage in the proposed approach. 
Hence, selected feature matrix was fed into the 
classification algorithm to detect TH. In this research, to 
show the performance of the proposed method, different 
classification algorithms have been applied and their results 
have been evaluated and compared with each other to 
obtain the best results. These algorithms are AdaBoost,[31,32] 
SVM,[33] k-NN,[34] NB,[34] and PNN.[35]

TH is a standard measure to analyze thermovascular’s 
breast that was proposed in the 1980s. Hence, physicians 
classify thermal images into five categories based on the 
combined vascular and temperatures patterns across the 
two breasts (TH1: Normal nonvascular, TH2: Normal vascular, 
TH3: Equivocal, TH4: Abnormal, TH5: Severely abnormal).[36]

RESULTS

In this research, to evaluate the performance of proposed 
method, the native database obtained by the help of 
Fanavaran Madoon Ghermez (FMG) Co., Ltd.[24] using 
one infrared camera (Thermoteknix VisIR 640, Resolution: 
480 × 640) from the patients whom their physician 
was suspicious to have breast cancer and referred them 
to Imam Khomeini hospital for more accurate clinical 
examinations. Acquired Images labeled as TH1-TH5 
depend to the stage of cancer by an oncologist observing 
all ethical issues. This database contains images with 
different angles such as 0°, ±45°, and ±90° before and 
after ice test (ice test: Putting their hands on a mixture 
of ice and water for about 20 min) and then a total of 10 
images for each. The total number of people participated 
until writing this paper was 67 (total 670 images). In this 

paper, all views of images before the ice test for all 67 
participate have been used.

In the proposed approach, after determining ROIs and 
enhancing thermal images, right and left breast tissues 
have been separated by edge detection operators. To 
detect suspicious regions in each breast, “Erosion” 
morphological operator with a circular disk with a radius 
of 10 has been used. Then, the mentioned features have 
been extracted from right and left breast images. To obtain 
optimal features, different feature selection methods as 
mentioned in section 3-3 have been applied. Finally, the 
selected feature matrix was fed to different classifiers for 
determining TH, of that AdaBoost showed the best result 
among other classifiers. Experimental results show the best 
result obtained when k, the number of neighbors in k-NN 
classifier is equal to 3, the smoothing parameters in PNN 
classifier is equal to 0.35, and also Gaussian kernel with 
degree 6 is used for SVM classifier and value of parameter C 
is considered equal to 1. To evaluate the proposed method, 
20-fold cross validation for left breast images and 22-fold 
cross validation for right breast images have been used. In 
addition, to show the efficiency of the provided system, 
some measures according to Table 3, such as sensitivity, 
specificity, area under the curve, equal error rate, precision, 
recall, F-measure, and false positive rate (FPR) have also 
been calculated.

Performance Assessment of the Proposed Method

In this section, the performance of proposed method has 
been evaluated with combinations of different feature 
selection methods and classifiers. In this experiment, five 
classification methods such as AdaBoost, SVM, k-NN, NB, 
and PNN combined with six feature selection methods such 
as mRMR, SFS, SBS, SFFS, SFBS, and GA have been used. 
The results are expressed by using box-whisker plots in 
Figures 5-7 for 0°, 45°, and 90°, respectively. Horizontal axis 
shows different classifiers and vertical axis shows measures 
for evaluating the performance of the system. Box-plot 
also can show average and median. On each box, the 
horizontal line denotes median, the circle denotes mean, 
the horizontal lines outside each box identify the upper 
and lower whiskers, and dot points denote the outliers. The 
dotted line in each figure shows the highest mean accuracy 
for a combination of one feature selection method with one 
classification method among the other combinations in the 
left and right breast images. As shown, the combination of 
AdaBoost with GA gained the best result on breast images 
with 0° angle in both left and right breast images, also in 
breast images with 45° angle, the combination of AdaBoost 
with GA gained the best result on left breast images and 
the combination of AdaBoost with mRMR gained the best 
result on right breast images. Images with 90° angle have 
also the same combination with 0° images. The accuracy 
of these methods was compared with other methods in 

Table 3: Employed measures for evaluating proposed system
Measures Formula

TPR=Sensitivity TP/P=TP/(TP + FN)
TNR=Specificity TN/N=TN/(FP + TN)
FNR=1−sensitivity FN/P=FN/(TP + FN)
FPR=1−specificity FP/N=FP/(FP + TN)
Accuracy (TP + TN)/(TP + TN + FP + FN)
AUC 0.5 × (sensitivity + specificity)
Precision TP/(TP + FP)
Recall TP/(TP + FN)
F‑measure 2 (precision × recall)/(precision + 

recall)=2TP/(2TP + FN + FP)
EER 1‑AUC
FPR – False positive rate; TP – True positive; FN – False negative; TN – True negative; 
FP – False positive; AUC – Area under curve; EER – Equal error rate; TNR – True 
negative rate; TPR – True positive rate; FNR – False negative rate
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the right and left breast images in Figures 8-10. The best 
accuracies obtained by the best combinations are also 
shown in Table 4.

Evaluation of the Proposed Method with 
Different Fold Cross Validation

As mentioned before, 20-fold cross validation for left breast 
images and 22-fold cross validation for right breast images 
have been used in the proposed method. Of course, to show 
the performance of proposed technique, different folds 
have been studied that according to Figures 11 and 12, the 
best result has been obtained with 20- and 22-fold cross 
validation for left and right breast images, respectively. In 
these figures, the mean and maximum accuracy obtained 
for different folds can be seen.

Training and Testing Error of Proposed System

In this section, to verify the proposed system, the training 
and testing error have been studied. As shown in the 
detection error trade-off (DET) curve in Figures 13–15, the 
training error of proposed system is less than the testing 
error. Of course, this problem is obvious and logical that 
its’ correctness has been proved in diagrams. In DET curve, 
axis X and axis Y denote FPR and false negative rate (FNR), 
respectively. In breast cancer detection system, both errors 
of FPR and FNR are important. FNR error occurs when the 
image is normal, but detected as abnormal (it has been said, 
it is abnormal mistakenly). FPR error occurs when the image 
is abnormal, but detected as normal (it has been said, it is 
normal mistakenly). Hence, for the occurrence of FPR error, 
we will incur additional cost because the image is abnormal, 
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Figure 5: Accuracy of the proposed system, corresponding to different feature selector and classifiers on 0° breast images. (a) Right breast images; (b) left 
breast images
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but normal is detected, and this error may be irreparable. 
Therefore, reduction of FPR error is important in the breast 
cancer detection systems. In the proposed system, mean 
FPR, in breast images with 0° for the right and left breast 
images are equal to 0.0786 and 0.0917, respectively, in the 
breast images with 45° for the right and left breast images 
are also equal to 0.0928 and 0.0927, respectively, and finally, 
mean FPR, in breast images with 90° for the right and left 
breast images are equal to 0.0862 and 0.0958, respectively. 

The minimum FPR of the right and left breast images in 3° 
has been reduced to near zero. The values obtained for FPR 
indicate the advantage of the proposed algorithm.

Comparison with the State‑of‑the‑Art

Table 5 shows the comparison results of the proposed 
method with other methods. The obtained results indicate 
the high efficiency of the presented algorithm. It should be 
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Figure 7: Accuracy of the proposed system, corresponding to different feature selector and classifiers on 90° breast images. (a) Right breast images; (b) left 
breast images
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Figure 8: Comparison of the accuracy of different feature selection methods in 0° breast images. (a) Comparing results on right breast images; (b) comparing 
results on left breast images. (Dark blue: Mean accuracy, light blue: Max accuracy)
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Figure 9: Comparison of the accuracy of different feature selection methods in 45° breast images. (a) Comparing results on right breast images; (b) comparing 
results on left breast images. (Dark blue: Mean accuracy, light blue: Max accuracy)
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noted that the best accuracy of mentioned methods was 
compared with the proposed method and also the native 
database was used in these methods to test their algorithm.

CONCLUSION

In the proposed method, an imaging technique based on 
thermography was used to detect the early changes occurring 
in the breast tissue and cancer cells. The thermography is 
used based on higher metabolic activity and blood flow in 
the surrounding of the cancerous tissue than the normal 

tissue. Infrared thermography is a promising technology 
for breast cancer detection. Hence, it can be used as an 
imaging technique to improve the efficiency of detecting 
breast cancer and thus to complement the results of the 
mammogram. The advantages of thermal imaging than the 
mammography are:
•  Avoiding applying harmful and ionizing radiations
•  The first symptoms of breast cancer detection based on 

mammography are diagnosed about 8–10 years later 
than thermography. Thus, according to the importance 
of time in cancer treatment and because 80% of tumors 
and abnormalities are still in the benign stage, chance 
of treatment is increased about 99%

•  Thermography  can  lead  to  deletion  of  unnecessary 
biopsies. Studies have shown that 70–80% of all biopsies 
that the mammograms shown to be cancerous were 
unnecessary and in fact, there existed no sign of cancer. 
Breast thermography has an accuracy of about 90%. In 
addition, researches have shown that thermography 
could increase life expectancy rate. In addition, it is a 
passive method because it emits no ionizing radiation 
to the patient and is risk-free.

Hence, in this paper, a new method was developed 
for breast cancer detection based on thermography to 
detect suspicious areas and label-related TH. To obtain 
the five categories, TH1-TH5, four main steps in three 
degrees 0°, 45° and 90° were implemented: Preprocessing 
and segmentation, feature extraction, feature selection, 
and classification. Preprocessing and segmentation stage 
include ROI detection and thermal images enhancement, 

Table 4: Evaluation of the best combinations obtained on the right and left breast images in different breast images degrees
Degree The best 

combinations
Breast Mean 

accuracy (%)
Mean 

sensitivity
Mean 

specificity
Men 

AUC (%)
Mean 
EER

Mean 
F‑measure (%)

Max 
accuracy (%)

Mean 
FPR

0 AdaBoost + GA Left 85.33 0.6333 0.9083 77.08 0.2292 63.33 99.8 0.0917
AdaBoost + GA Right 87.42 0.6856 0.9214 80.35 0.1965 68.56 99.8 0.0786

45 AdaBoost + GA Left 85.17 0.6292 0.9073 76.82 0.2317 62.91 99.8 0.0927
AdaBoost + mRMR Right 85.15 0.6288 0.9072 76.79 0.2320 62.78 99.8 0.0928

90 AdaBoost + GA Left 84.67 0.6167 0.9042 76.04 0.2395 61.66 99.8 0.0958
AdaBoost + GA Right 86.21 0.6553 0.9138 78.45 0.2154 65.53 99.8 0.0862

GA – Genetic algorithm; mRMR – Minimum redundancy and maximum relevance; AUC – Area under curve; EER – Equal error rate; FPR – False positive rate

Table 5: Comparing the proposed method with previous 
methods
Methods Mean 

accuracy 
(%)

Max 
accuracy 

(%)

Max 
sensitivity 

(%)

Max 
specificity 

(%)

Nicandro et al.[22] 76.12 ‑ ‑
Dinsha and Manikandaprabu[23] ‑ 92.86 92.93 ‑
Acharya et al.[37] ‑ 88.10 85.71 90.48
Zadeh et al.[38] ‑ ‑ 93 97
Yaneli et al.[39] ‑ 78.56 ‑ ‑
Araujo et al.[40] ‑ ‑ 85.7 86.5
Proposed method

Right breast
0° 87.42 99.8 99.8 99.8
45° 85.15 99.8 99.8 99.8
90° 86.21 99.8 99.8 99.8

Left breast
0° 85.33 99.8 99.8 99.8
45° 85.17 99.8 99.8 99.8
90° 84.67 99.8 99.8 99.8
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Figure 10: Comparison of the accuracy of different feature selection methods in 90° breast images. (a) Comparing results on right breast images; 
(b) comparing results on left breast images. (Dark blue: Mean accuracy, light blue: Max accuracy)
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Figure 11: The accuracies obtained for a number of different folds for left 
breast images. Dark blue: Max accuracy, light blue: Mean accuracy
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Figure 12: The accuracies obtained for a number of different folds for right 
breast images. Dark blue: Max accuracy, light blue: Mean accuracy
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Figure 13: Detection error trade‑off curve for evaluation of training and testing error in breast images with 0° angle. (a) On the right breast images, (b) on 
the left breast images
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Figure 14: Detection error trade‑off curve for evaluation of training and testing error in breast images with 45° angle. (a) On the right breast images, (b) on 
the left breast images
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breast tissue segmentation, suspicious areas detection, 
and data normalization. Data normalization was used due 
to the uniqueness of temperature for each person. In this 
step, elements of image matrix are divided to its norm. 
Twenty-three features with different types were extracted 
from the right and left breast images and the effective 
features were selected by different feature selectors. 
Contrast, area, central moment with order 4, skewness, 
shape factor, kurtosis, mean value of FFT, and norm value 
can be marked as effective features in three degrees 
0°, 45°, and 90° of breast images. The selected features 
were evaluated by different classifiers. Finally, to evaluate 
the proposed algorithm, 20-fold cross validation for left 
breast images and 22-fold cross validation for right breast 
images are used. The combination of AdaBoost with 
GA in breast images with 0° angle gained the best mean 
accuracy of 85.33% on the left breast images and the best 
mean accuracy of 87.42% on the right breast images. In the 
breast images with 45° angle, the combination of AdaBoost 
with GA gained the best mean accuracy of 85.17% on the 
left breast images and the combination of AdaBoost with 
mRMR gained the best mean accuracy of 85.15% on the right 
breast images. Finally, the combination of AdaBoost with 
GA in breast images with 90° angle gained the best mean 
accuracy of 84.67% on the left breast images and the best 
mean accuracy of 86.21% on the right breast images. These 
combinations gained the maximum accuracy near to 100%. 
Furthermore, obtained FPRs for the best combination of 
feature selection and classification methods, in 0° images, 
are equal to 0.0917 and 0.0786, on left and right breast 
images, respectively, in 45° images, are equal to 0.0927 and 
0.0928, on left and right breast images, respectively, in 90° 
images, are equal to 0.0958 and 0.0862, on left and right 
breast images, respectively. It should be noted that one of 
the important reasons for the difference in results between 

different breast image degrees is how to stand the mass or 
lesion in breast and moreover one of the reasons to justify 
the difference between left and right breasts results can be 
inequality in TH1-TH5.
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