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Modeling is the main core of any signal and system 
processing and analysis. For example, an image can be seen 
as a matrix (mathematical/deterministic model) and in this 
base for a conventional processing such as denoising average 
operator is used. However, as we know this operator doesn’t 
lead to an optimum result (the produced image is usually 
blurry). In another point of view, the image can be seen 
as a random field (statistical model), and so the denoising 
process is converted to an estimation problem and better 
denoising results is achieved. Similarly, we can solve the 
denoising problem by modeling an image using partial 
differential equation (PDE), atomic representation (e.g., x-let 
transforms), geometric and graph-based methods, etc.[1-5] 
The resulted denoising process is completely depended 
on the proposed model for noise-free image. In this base, 
we can introduce various methods for modeling of biologic 
data, including mathematical/statistical models, PDE-based 
models, transform-based models, and geometric and 
graph-based models. In this base, new modeling frameworks 
can also be achieved using a rational combination of these 
models. For example, energy flow model[6] is a PDE-based 
model based on using an energy function like Sobolev or total 
variation norm. We can at first propose an atomic and sparse 
representation for image and then in the sparse domain 
employ energy flow model but by using L1 norm.[7] The same 
thing can be done by using an appropriate statistical model 
in sparse domain (e.g., a local bivariate mixture model can 
be used to capture the main statistical properties of sparse 
coefficients i.e., sparsity, inter- and intra-dependencies[8]).

These methods can also be used to model biological 
processes given biological data. As an example for biological 
networks,[9-11] microarrays provide a snapshot of gene 
expression in a cell and we want to reply to this question: 
“What are the genes related to a specific cancer and how 
these genes are correlated. Using a simple mathematical/
statistical model, we can compare the mean of the expression 
level of a gene for healthy and cancerous groups using 
t-test[12] (or similarly compare the variances using F-test[13]). 
However genes are not expressed independently, they 
regulate each other’s activity and we must try to find a model 
to analyze the interactions between genes. In the statistical 
modeling framework Bayesian networks can be employed for 
this reason or similarly interactions between genes can be 
evaluated using a differential equation model or graph-based 
models (and again an appropriate combination of them).[14]

The main message of this editorial is that instead of 
rushing to apply various methods for analysis a huge 
pool of biological data (from pixels of a medical image to 
expression levels of genes in a biological network), we must 
be patient that initially find the best model describing the 
main interactions between data.
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