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ABSTRACT 

The majority of cytoplasmic proteins and vesicles move actively primarily to dynein motor proteins, 

which are the cause of muscle contraction. Moreover, identifying how dynein are used in cells will 

rely on structural knowledge. Cytoskeletal motor proteins have different molecular roles and 

structures, and they belong to three superfamilies of dynamin, actin and myosin. Loss of function of 

specific molecular motor proteins can be attributed to a number of human diseases, such as 

Charcot-Charcot-Dystrophy and kidney disease.  It is crucial to create a precise model to identify 

dynein motor proteins in order to aid scientists in understanding their molecular role and designing 

therapeutic targets based on their influence on human disease. Therefore, we develop an accurate 

and efficient computational methodology is highly desired, especially when using cutting-edge 

machine learning methods. In this article, we proposed a machine learning-based superfamily of 

cytoskeletal motor protein locations prediction method called extreme gradient boosting (XGBoost). 

We get the initial feature set All by extraction the protein features from the sequence and 

evolutionary data of the amino acid residues named BLOUSM62. Through our successful eXtreme 

gradient boosting (XGBoost), accuracy score 0.8676%, Precision score 0.8768%, Sensitivity score 

0.760%, Specificity score 0.9752% and MCC score 0.7536%.  Our method has demonstrated 

substantial improvements in the performance of many of the evaluation parameters compared to 

other state-of-the-art methods. This study offers an effective model for the classification of dynein 

proteins and lays a foundation for further research to improve the efficiency of protein functional 

classification. 
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1. INTRODUCTION 

Muscle contraction is driven by motor 

proteins, and proteins and vesicles play an 

important role in cytoplasmic transport. 

Chemical energy from the hydrolysis of 

adenosine triphosphate (ATP) converts these 

proteins into mechanical tasks that move 

along actin filaments or microtubules. 

Adenosine triphosphate (ATP) hydrolysis' 

chemical energy can be converted by these 

proteins into mechanical work that flows 

along actin filaments or microtubules. To 

provide the mechanical forces needed to 

power biological movement, various methods 

have developed. Mechanochemical 

enzymes, or "motor proteins," are a highly 

effective and common method of producing 

biological force [1, 2].  Myosin motors 

operating on actin filaments cause muscle 
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cell contraction, vesicle movement, 

cytoplasmic streaming, and other 

morphological changes. Members of the 

dynein and kinesin microtubule-based motor 

superfamilies move vesicles and organelles 

inside of cells, cause the beating of flagella 

and cilia, and segregate replicated 

chromosomes to offspring cells in the mitotic 

and meiotic spindles. [3].  Transport of 

different freight products, including 

membrane organelles, protein complexes, 

and mRNAs directly involved in the dynein 

superfamily of proteins [4].  The dynein and 

kinesin superfamilies of microtubule motors are 

responsible for vesicle and organelle 

movement within cells, which causes flagella 

and cilia to beat. They also work within mitotic 

and meiotic spindles to identify duplicated 

chromosomes.  [4]. For example, dynamin 

and cytoplasmic dynamin can be detected in 

spinal cord spheres associated with motor 

neuron disease [5]. Neurodegenerative 

diseases are also associated with mutations in 

dynein proteins and targeted disruption of 

function [6, 7]. T cell-mediated disease [8] is 

myosin-induced acute myocarditis. Myosin 

variant Ixb increases the risk of celiac disease, 

leading to primary intestinal barrier defects 

[9]. 

Many bioinformatics researchers are 

interested in the important role that motor 

proteins play in human function. For example, 

Zhu, C et al. [10] have established an overview 

of the factor superfamily of dynein motor 

proteins, in which they focus on the structure 

and function of motor dynein proteins. The 

bioinformatics system for classifying heavy 

dynamin chains was subsequently introduced 

by Yagi [11]. Khataee and Liew [12] projected 

a computational model for studying forward 

and reverse dynamics on the basis of the four-

state discrete random motion model. The 

molecular function of motor dynein protein 

consists of a double-stranded dimer.  The 

polypeptides associated with each feature 

(shown in pink) are different and a complex 

set of intermediary chains, light intermediate 

chains, and light chains in dynamin). (Readers 

are referred to the online version of this article 

to explain the color references in this legend.) 

A process simulation model for dynein [13]. 

Stedman et al. [14] proved the association 

between dynein gene mutation and human 

anatomical lineage changes by using 

bioinformatics method. Some previous studies 

in bioinformatics have also been used to 

detect dynein activity and dynein 

phosphatase diversity [15, 16].  

We proposed computational protein 

sequence analysis, we create molecular level 

biological problems at the level of single 

molecules, cells, and tissues in this work. We 

used machine learning algorithm for the 

prediction of accuracy, sensitivity, specity 

and then MCC, live-cell imaging in neurons, 

and computational modelling to analyses the 

regulation of the beginning of dynein-

dynactin transport. In some bioinformatics 

researchers, WEKA is an automatic learning 

method for data mining technology [17]. 

Secondly, various problems related to protein 

functional classification were obtained by 

using RBF network [18, 19], good results have 

been obtained. In addition, LibSVM [20] the 

emergence of deep learning means that the 

field of bioinformatics must become more 

efficient. Machine learning is an advanced 

computer education method, which uses 

artificial intelligence to learn representative 

data with multiple neural network layers [21]. 

There are many benefits to using machine 

learning, such as getting the latest results, 
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reducing the need for extraction functions, 

and so on (GPU). In recent years, 

bioinformatics has shifted from traditional 

machine learning and protein function 

learning to in-depth learning strategies. For 

example, as tried by Alipanahi et al., DNA and 

RNA proteins learn the sequence properties of 

the binding in depth. Spencer et al. [22] 

proposed an ab initio deep learning network 

for protein secondary structure prediction. To 

solve this problem, [23] create Stack-ACPred, 

a brand-new predictor for accurately 

identifying ACPs. To construct the stacking-

base ensemble model for targeting efficient 

ACPs, the best qualities should be chosen. [24] 

suggested bioinformatics technique thus 

outperformed all current state-of-the-art 

sequence based CPP methods. In the current 

study, [25] developed a novel feature 

extraction technique that takes into account 

the influence of residues in the vicinity of the 

mutation site. To assess the effectiveness of 

the suggested feature extracting method, 

rigorous cross-validation and independent 

tests were run on benchmark datasets. The 

molecular processes that enable these 

numerous and varied tasks are the subject of 

this research. Therefore, it is crucial to increase 

the immunoglobulin classification's accuracy 

by using efficient illness research techniques. 

Based on the BLOSUM vector score matrix, we 

extract IgG characteristics using the reduced 

feature dimension features that were chosen. 

Extreme Gradient Boosting is an ensemble 

learning technique we've created (XGBoost) 

[26]. Cancer peptide therapy is interesting 

since it offers so many alluring advantages. 

Anticancer Peptides (ACPs), which are 

essential for the development of innovative 

cancer therapeutics, have attracted a lot of 

attention from researchers in recent years. 

Experimental methods are expensive, time-

consuming, and frequently produce 

unreliable predictions when used to forecast 

ACPs [27]. In order to increase the linkages 

between disease variation and new 

molecular correlations between genetic 

mutations, we carried out a pathway-based 

investigation [28]. On the basis of shared gene 

interactions among illness-pathways, we 

created a biological network, and then we 

used network analysis to try and understand 

how a disease develops. 

In this article, we suggested dynein motor 

proteins with XGBoost algorithm to predict 

effectors using attributes deduced from 

sequencing. As a result, this study suggests 

using an XGBoost algorithm built from a 

position-specific scoring matrix. We judiciously 

summarized the elements addressed in other 

research and added a few new features to 

get around the shortcomings of the current 

methodologies. As shown in a series of recent 

publications [29], the guidelines under the 

five-step rule should be followed to create a 

truly useful sequence-based statistical 

prediction for a biological or biomedical 

approach. We would like to explain the five 

steps here: how I should construct the 

biological sequence of samples to generate, 

select, or predict a valid data set that can 

realistically represent their interactions with 

the predicted target. How the biological 

sequence of samples should be formed or 

built to run a powerful algorithm (or engine), 

we will explain how these measures are 

accomplished one by one below. 
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Table 1. Statistics of all retrieved dynein proteins. 

 

 

2. MATERIALS AND METHODS 

We proposed a novel computational method 

to analyze the molecular activity of high-

performance dynein protein using eXtreme 

gradient boosting (XGBoost) firstly Dataset 

Collection, Feature Extraction, and Model 

Interpretation make up the two stages of the 

dynein protein-XGB procedure, which is 

depicted in Figure 1. The following sections 

provide a full description of each stage. 

2.1 Data collection 

In our study, we chose secreted effectors and 

non-effectors to create the benchmark 

dataset and build the machine learning-

based model for dynein protein prediction. 

Our dataset, which included 250 non-dynein 

proteins and 520 dynein proteins, was directly 

retrieved from the recently published work 

(Wang, et al., 2019). The CD-HIT programmed 

ran the protein dataset through a filter of >30% 

sequence identity to cut down on sequence 

redundancy [30]. A total of 400 dynein 

proteins and 200 non-dynein proteins made 

up the final training dataset, and 120 dynein 

proteins and 50 non-dynein proteins made up 

the independent test dataset. 

I I I          (1) 

The subjects of this study were positive 

dynein protein 400 examples of good 

behavior made up the participants of this 

study's I+ dataset, while 230 examples of 

negative behavior made up the target 

population of the I dataset. In conclusion, 

Table 1 shows that the baseline dataset 

consists of 228 protein sequences. We 

employed two different data sets for 

independent validation in order to further 

highlight the accuracy of the technique 

discussed in this study. 

2.2 Feature extraction technique 

In this work, we identified the coevolution 

relationship using 3080 dynein motor protein 

characteristics MSAs. At least one family will 

have a structure that has been determined 

empirically, and each family will include 

sequences of 100, 400, and 700 lengths. The 

"no gap" location is the only one the MSA will 

calculate. A "no-gap" position, then, is one 

that occupies less than 10% of the clearance. 

We employed mutual information to extract 

the association between evolutionary 

coevolution. We extracted features sequence 

data of the protein is represented by the 

BLOSUM62 matrix profiles. The matrix with m' L 

elements, where L is the length and m = 20 is 

the number of amino acids, serves as a 

representation for each residue in the training 

dataset. The 20 frequent amino acids are 

represented by one row in the normalized 

BLOSUM62 matrix. Equal-length peptides can 

be encoded with the BLOSUM62 descriptor. 

The BLOSUM62 matrix profiles, a regularly used 

tool for determining the alignment of two 

different protein sequences, was used in this 

work. By analyzing observed polypeptide 

alignments on a vast scale, the value of the 

BLOSUM62 Matrix is calculated. In MSA, mutual 

information between two locations is 

 Original 

data 

Similarity 

<30% 

Cross-

validation  

Dynein 

protein 

4153 721 306 

non-Dynein 

protein 

4153 721 252 

Total Protein  8306 1442 558 
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described as information like [31] between 

two sites. 

       

f A ,Bi ja
L = f A ,B logi jij A Bi, j f A f Bi j

 
 
    

 
     

       

  (2) 

    

where, more particularly, we used 21 

different types of amino acids, calculating the 

gap as the 21st amino acid, if q is equal to 21. 

Although there are enough variables in the 

MSA sequence data set, we use frequency to 

roughly approximation the likelihood. The 

frequency of a single type A amino acid seen 

at position I is indicated by f (Ai). The frequency 

f of the two types of amino acids occurring at 

locations I and J combined f (Ai, Bj). Sequence 

redundancy must be taken into account 

when calculating single- and dual-frequency 

weights. We compute all the mutual 

information in reference [32]. 

When assessing coevolution correlations, 

a false positive can also happen, as was the 

case in the current study. We used the 

structural data that was present in the training 

data set. Remainders are only paired together 

if they are architecturally close to one 

another. The "adjacent residues" are defined 

as those residues with tip atoms that are 

separated by 4.5 angstroms or less. A group of 

residues are more likely to interact with one 

another the more dissimilar their sequences 

are and the closer they are to one another. 

 

2.3 Derive a new matrix from contextual 

substitutions 

An element in the amino acid substitution 

matrix that corresponds to the substitution 

percent was used to categories the target 

population. How frequently one amino acid 

gets swapped out for another is indicated by 

the substitution fractions. Coevolution 

calculations show that there are universal 

relationships between protein families. Instead 

of happening in isolation, most amino acid 

changes take place in concert with their 

structural context. In addition, alternate 

fractions that are identical to the original 

BLOSUM vector matrix are produced using the 

logarithmic odds ratio [33]. 

 
 

   

f A,B
s A,B = λlog

f A f B
         (3)                                 

In this section A and B must be substituted for 

each other in order to determine the joint 

frequency F (A, B) using the expected 

frequency for a single amino acid type and 

the actual joint frequency. Is a scalar factor 

whose objective is to succeed. 

2.4 Model Proposed 

The goal of the current study was to 

accurately predict if a protein sequence is 

that of a dynein protein; this categorization 

issue is known as a dichotomy problem [34, 

35]. Three classifiers were used in this paper's 

analyses in order to choose those that could 

predict dynein proteins more precisely than 

the others. SVM, AdaBoost, KNN, and Random 

Forest (RF) were the three classifiers 

employed. This observation might be  

 



 

J. mt. area res., Vol. 8, 2023 

6 

 

Figure 1. Proposed framework model 

 

interpreted as showing that a nuclear's solvent 

accessibility is determined by the amount of 

atomic surface that is exposed to solvents. The 

degree of atomic accessibility in a residue 

determines its residue availability [36]. 

Similarly, residues are regarded as exposed 

residues if their solvent accessibility is higher 

than the threshold. The following diagram 

illustrates several stages of the dataset 

processing, function formulation, RF model 

generation, and novel protein sequence 

prediction processes.  

 

2.5 Model Evaluation performance 

In this work, to evaluate how well the classifiers 

employed in this work performed, the 

following metrics were used. Accuracy, 

sensitivity, F-measure, Matthew's correlation 

coefficient (MCC), and area under receiver 

operating characteristic curve (AUC) [37, 38] 

were used to evaluate the performance of the 

classifiers utilized in this investigation. As the  

 

prediction threshold was changed, a trade-off 

between sensitivity and specificity was seen. 

AUC offers a single measure of total threshold-

independent accuracy, making it a useful tool 

for comparing the overall prediction 

performance of various approaches. Perfect 

prediction accuracy is shown by an AUC and 

MCC of 1. As follows is a definition of these 

measures: 

 

3. RESULTS AND DISCUSSION 

In this part, we used the 5-fold cross validation 

method on the training data set to assess the 

prediction strength of the various feature 

categories individually and in combination. 

The training data set was partitioned into five 

subsets at random for 5-fold cross validation. 

Four subsets were utilized to train XGBoost, 

and the final one was used to assess the 

model's effectiveness. Five times each of the 

processes were repeated. ACC and dynein 

proteins, two performance indicators from the 

training set, were averaged, and the findings 

are displayed in Table 1. On the training data 
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set, it can be shown that some specific Fasta 

feature categories have a greater overall 

prediction power. This finding suggests that, 

when compared to other types of 

characteristics, Fasta-based features perform 

better in the prediction of the dynein protein. 

We perfumed. The combining various features 

could provide a more thorough 

representation of protein sequences [39, 40]. 

The combined characteristics, as shown in 

Table 2, produce the ACC of 93.95 percent 

and the MCC of 0.8346, both of which are 

greater than other Fasta-based features. In 

conclusion, the combination of all 

characteristics regularly outperformed single 

feature-based models in terms of 

performance. 

 

TP
Sensitivity = 

TP FN                   (4) 

                                    

TN
Specificity = 

TN FP                 (5) 

TP TN
Accuracy = 

TP FP TN FN



                 (6) 

 

TP* TN FP* FN
MCC = 

(TP FP )(TP FN )(TN FP )(TN FN )



   
 

         (7) 

 

Information about the amounts of h dynein 

protein and non-dynein protein in the 

aforementioned formulations is provided (true 

negative). We calculated false negative and 

false positive results are also regarded as non-

dynein proteins. In addition, utilizing X-axis 

sensitivity and Y-axis accuracy, we discovered 

an operator receptor curve (ROC). When 

assessing the model effectiveness of different 

choice values, the significance of the AUC is 

important. Horses and metaphors are both 

equally useful, accurate, and adaptable. The 

connections between accuracy, precision, 

sensitivity, specificity and MCC score have 

been identified in order to find the correlation 

of Matthew similarities. 

 

3.1 Impact of BLOSUM62 Extraction 

Algorithm performance 

Building novel protein sequences should take 

into account the difficulty of obtaining 

random protein sequences using eXtreme 

gradient boosting (XGBoost), Blossom62, due 

to the high synthesis of dynein protein . For 

several categories, the same data set is 

utilized. This is the only effective method for 

reducing the function's mixed space 

(Blossom62). The value of the ensuing Spaces 

is shown by the existence of these varied 

individual and mixed places. Analysis using 

random forests was done. The ideal model 

growth parameter is discovered via the 

eXtreme gradient boosting (XGBoost), 

Blossom62 strategy. Content analysis is utilized 

as an indicator for the analysis of parameters 

impacting the dynein protein and to gauge 

how well the dynein protein is functioning. The 

accordance with maintaining consistent 

precision values between dynein protein 

structures, and their corresponding dynein 

protein precision values are displayed in Table 

2. 

Table 2. eXtreme gradient boosting (XGBoost), 

identifying optimum parameter for various models 

 

The analysis was based on the results of a 5-fold 

cross-validation of our suggested models using 

the properties of the BLOSUM vector matrix. 

Fivefold cross-validation was used to evaluate 

the performance of our proposed model on 

 ACC Precision Sensitivity Specificity 

XGBoost 0.8676% 0.8768% 0.760% 0.9752% 
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both positive and negative data sets. We 

trained the model based on training sets we 

employed in our experiment, we analyses the 

outcomes. We achieved prediction 

performance was relatively strong, with an 

overall accuracy of 0.8676% percent, 

according to the computational study. Figure 2 

displays the ROC (AUC) curve score that we 

were given. As seen by the predicted score and 

the ROC-AUC of 0.91% percent, our model's 

estimation is quite accurate. The dynein proteins 

exhibit strong ROC curve performance 

(auc=0.91% percent), and the ROC curve also 

works well, using a BLOSUM -extracting feature 

model. 

 

 

Figure. 2. Proposed ROC-AUC score predictive 

models 

3.2 Proposed methods comparison 

performance with other ML classifiers  

The objective was to compare the 

performance of the algorithms Adaboost, RF, 

SVM, and K-NN, four widely used techniques in 

the field, in order to demonstrate eXtreme 

gradient boosting (XGBoost) superiority in 

dynein protein sequence prediction. The 

training technique was created with Python 

3.8, finished with 5-fold cross-validation, and 

included relatively extensive parameter 

tuning. We investigation support as shown 

Figure 3 validity intuitively. Processed by 

dynein proteins the precision of AUC values is 

0.92 percent when using the ROC-AUC curve, 

which employs ROC AUC curves comparable 

to those used in other methodologies. Three 

classification systems, including the KNN 

classifier (KNN), the SVC classifier, and the 

Random Forest Classifier (RFC), are used to 

supplement the results for our proposed 

eXtreme gradient boosting (XGBoost) model 

[41]. XGBoost, a traditional ensemble learning 

technique, was used to evaluate KNN and 

SVM 

 

3.3 Comparison performance with other 4 

ML Classifiers hybrid features 

Our findings can be compared to results of 

earlier studies that, we compared performance 

with the reference models (AdaBoost, RF, SVM, 

and KNN) based on accuracy, precision, 

sensitivity, specificity and MCC. We obtained 

the score based on parameters were properly 

measured, as shown in Table 3.  Excellent results 

were obtained in this combined comparison 

with 3080 features length using eXtreme 

gradient boosting (XGBoost) classification. 

Following, they employed a data set with 

features from the BLOSUM-62 vector score in an 

.
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Figure 3.  Proposed ROC-AUC score predictive models 

 

 

eXtreme gradient boosting (XGBoost) model. 

With BLOSUM retrieved features, we achieved 

an accuracy score of 0.8676% percent. It is 

evident that standard machine learning 

algorithms are outperformed by eXtreme 

gradient boosting (XGBoost) techniques in terms 

of prediction accuracy and AUC values. 

Table 3. Performance with other 4 ML Classifiers 

hybrid features 

 

3.4 ROC (AUC) comparison of combined 4 

ML Classifiers 

The data provide convincing evidence the 

previous article described how this experiment 

compared the efficacy of four  

 

classifiers: AdaBoost, RF, SVM, and KNN. The 

parameters for the four methods were taken 

from the classifiers' default settings. The linear 

SVM kernel by default had consequence 

coefficient values of C = 1.0. In comparison to 

the findings of earlier studies, we evaluated 

the accuracy, precision, sensitivity, specificity 

and MCC of the classification of the dynein 

protein dataset utilization. The results and the 

3080 best feature subsets from the BLOSUM62 

technique are displayed in Table 3. In specific, 

based on BLOSUM62 profiles score with 

(XGBoost 0.91% ROC (AUC) curves score 

obtained.  Dynein motor proteins that 

contain ROCs matching to one feature 

extraction approaches. Figure 4 illustrates how 

eXtreme gradient boosting (XGBoost) ROC-

auc projected outputs performed better than 

those of other machine learning models. 

 

3.5 Comparison metric performance of 

various machine learning classifiers 

The BLOSUM62 matrix profiles score is a 

component of the results analysis. The 

BLOSUM62 matrix profiles with extreme 

ML-

Classifiers 

ACC Precision Sensitivity  Specificity  

AdaBoost 0.8030% 0.7810% 0.775% 0.8311% 

KNN 0.5666% 0.5601% 0.6066% 0.5266% 

RF 0.8004% 0.7855% 0.775% 0.8259% 

SVM 0.6079% 0.6460% 0.4976% 0.7183% 

XGBoost 0.8676% 0.8768% 0.76% 0.9752% 
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gradient boosting (XGBoost) obtained 

accuracy score better than other four 

classification models—AdaBoost and RF, KNN, 

 

 

Figure. 4. Proposed model ROC-AUC score result 

 

and SVM—were each regarded to have 

significant results. The BLOSUM62 model then 

recorded a precision score, indicating that 

the overall performance of our test's eXtreme 

gradient boosting (XGBoost) classification is 

good. Second, based on our experimental 

testing, the KNN classification was obtained, 

along with the highest analyses, as shown in 

Figure 5, and the third-best classifier with 

precision on the SVM model. 

 

 

Figure. 5. Parameter metric performance evaluation 

of dynein protein. 

 

CONCLUSION 

An interesting side finding was that machine 

learning integrating with computational 

biology is a major concern for biological 

researchers in light of its outstanding results in 

a variety of fields. In this study, we introduced 

dynein-XGB, a predictor model built on the 

XGBoost algorithm for precise identification of 

dynein proteins. Specifically, when compared 

to earlier predictors on the benchmark 

dataset, we have attained state-of-the-art 

performance. There are three key inferences 

that can be made. First off, as compared to 

other algorithms, the XGBoost method 

performs dynein prediction with a higher level 

of stability and accuracy. Second, feature 

vectors were optimized using the feature 

selection technique known as Relief, which 

helped to extract key features from a wide 

pool of candidate features and enhance the 

model's functionality. Additionally, dynein-

XGB, in contrast to previous sequence-based 

dynein predictors, can offer relevant 

explanation based on samples supplied 

utilizing the feature importance and the SHAP 

technique. When compared to conventional 

machine learning methods, our methodology 

improved on the majority of the analyzed 

metrics. In this paper, we established a reliable 

approach for accurately identifying novel 

proteins that are members of motor 

superfamilies, which can be exploited to 

develop therapeutic targets. The 

contributions of this study may serve as a 

foundation for future research that might 

tackle numerous bioinformatics issues. 
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