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Abstract This paper proposes and implements a Network Function Virtualization (NFV) security architecture to
provide automatic and efficient detection and mitigation against Web application malware. The mitigation is given
by dynamically chaining a Virtual Security Function (VSF) to the data stream to block malicious exploitation traffic
without affecting the benign traffic. We implement an NFV Security Controller (NFV-SC) that interacts with an
Intrusion Detection System and aWeb Application Firewall (WAF), both implemented as VSFs. We also implement
a vulnerability scanner and a mechanism to automatically create rules in advance in the WAF-VSF when a security
vulnerability is found in an application, even if no malicious traffic has attempted to exploit the flaw. In addition,
it dynamically identifies and removes no longer used security rules to improve performance. We implement and
evaluate our security proposal in the Open Platform for NFV (OPNFV). The evaluation results in our experimen-
tal scenarios show that the NFV security architecture automatically blocks 99.12% of the HTTP malicious traffic
without affecting 93.6% of the benign HTTP requests. Finally, we show that the number of rules in the WAF-VSF
severely affects the latency to loadHTTP response headers and that the number of redirection OpenFlow rules within
Open vSwitches is not enough to significantly impact the end-user experience in modern web browser applications.
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1 Introduction

Web application malware is increasingly frequent and causes
significant harm to people and organizations, despite the sub-
stantial amount of research conducted on the detection and
prevention of their malicious intent [Ashodia and Makadiya
(2022); Abdelrahman et al. (2021); Zolotukhin et al. (2021);
Andreoni Lopez et al. (2019)]. In the last ten years, the
magnitude of the cybersecurity issues has not decreased,
and several companies have contended with serious data
breaches and significant financial losses caused by mal-
ware [The Guardian (2011); Varonis (2020); CBS News
(2019); FORBES (2015)]. Only one database attack ille-
gally exposed 191 million users’ personal information in
2013 [Chou (2013)], while 98% of Internet companies had
to deal with malware attacks in 2017 [Ponemon and Accen-
ture (2017)]. Five hundred forty million personal informa-
tion records of Facebook users were stolen and disclosed in
2019 [CBS News (2019)], and Capital One had to deal with
a data breach that exposed more than 100 million customer
records in 2020 [Varonis (2020)]. Additionally, recent se-
curity research has estimated a 6 trillion US dollar cost re-
lated to cybersecurity threats in 2020 [Williams et al. (2020)].
Therefore, innovative architectures are needed for the auto-
matic and efficient detection and mitigation of cybercrime.
Many security attack sources are botnet nodes [Mtibaa

et al. (2015)], which are a set of zombie machines with mal-
ware that allows an attacker to control them remotely. They

are also known as “infected” devices. In many cases, own-
ers of enslaved hosts, which may be computers, TVs, cam-
eras, and mobile devices, do not know that their devices are
generating malicious traffic. Some estimates indicate that
botnets with more than one million zombie devices already
exist [Malwaretech (2017)]. Furthermore, the source IPs of
a security attack may belong to a Network Address Transla-
tion (NAT) gateway that serves many network nodes. There-
fore, efficient Web application security systems must be able
to prevent vulnerability exploitations, such as SQLI (Struc-
tured Query Language Injection), LFI (Local File Inclusion),
and Cross-Site Scripting (XSS), without affecting the benign
traffic of the same source IPs.
Network operators typically protect systems, applications,

and control traffic between networks by deploying and chain-
ing sequential hardware Network Functions (NFs). Security
NFs are typically expensive specialized middleboxes found
in both data center and Internet Service Provider (ISP) net-
works. They require a high deployment time and rely on
manual configuration by network administrators. An Intru-
sion Prevention System (IPS), for instance, is an NF that ex-
amines traffic flows and detects and prevents vulnerability
exploits. Web Application Firewalls filter traffic based on
an analysis of the packet contents.
Network Function Virtualization (NFV) is a cost-effective

new paradigm that increases flexibility by enabling cus-
tomized and dynamic software-based service chains with
suitable Virtual Network Functions (VNFs). Thus, by us-
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ing software-based Service Function Chains (SFCs), differ-
ent route policies can be implemented to steer traffic through
hardware-agnostic VNFs [Han et al. (2015)]. Software-
based SFCs are not tied to network topologies and their phys-
ical connections since NFV decouples NFs from specialized
hardware to increase flexibility. Because of this, we can
chain VNFs to deliver services at the edge, closer to end-
users, and fine-grain service chains can deploy VNFs on-
demand to meet security or other specific constraint [Mauri-
cio et al. (2018)]. In addition, there is a relationship be-
tween NFV, cloud computing, and Software-Defined Net-
working (SDN). NFV can use the automation and isolation
provided by SDN and the orchestration and on-demand re-
source allocation capabilities offered by cloud computing to
create VNFs and service chains. [Mijumbi et al. (2016)], for
instance, state that the best approach to accelerate the de-
velopment and maturation of NFV is by combining it with
SDN technologies and cloud computing capabilities. Regard-
ing security applications, ETSI suggests the development of
NFV security architectures containing suitable Virtual Secu-
rity Functions to deal with malicious activity [Dutta et al.
(2017)]. We argue that efficient mitigation systems should be
able to dynamically steer malicious traffic through security
software-based service chains to block exploitation attacks
without affecting the benign traffic.
In this paper, we propose an NFV security architecture

to provide automatic and efficient detection and mitigation
against Web application malware. The security architec-
ture dynamically steers traffic through a WAF (Web Appli-
cation Firewall) implemented as a Virtual Security Function1
(WAF-VSF), which can block only malicious activity with-
out interrupting the benign traffic from the same source. We
implement an NFV Security Controller (NFV-SC) that exe-
cutes an algorithm to dynamically create secure chains by ap-
plying redirection OpenFlow rules on virtual switches. The
NFV Security Controller is also able to periodically assess
applications to remove no longer used rules. Additionally, it
creates rules in advance in theWAF-VSFwhen it finds a secu-
rity vulnerability, even if no malicious traffic has attempted
to exploit the flaw. We implement a prototype in the Open
Platform for NFV (OPNFV) [OPNFV (2021)] using com-
modity servers to investigate the efficiency of the proposed
NFV security architecture in capturing traffic samples, de-
tecting threats, and automatically filtering malicious activity.
The evaluation results show that 99.12% of exploit attacks
are automatically blocked, and 93.6% of benign HTTP re-
quests are not affected when the WAF-VSF is dynamically
chained. The results also show that the number of rules on
theWAF-VSF can impact the latency to load HTTP response
headers. Thus, we implement a mechanism to automatically
remove unnecessary rules from WAF-VSF to reduce its con-
sumption of resources and increase its performance. Further-
more, we show that the redirection OpenFlow rules within
the Open vSwitches are not sufficient to significantly im-
pact the end-user experience in modern web browser appli-
cations [Pourghassemi et al. (2019)].
The rest of the paper is organized as follows. Section 2

1Security Virtual Network Functions and Virtual Security Functions are
synonyms in this work.

discusses related work. Section 3 presents the proposed NFV
security architecture and its prototype implementation. We
discuss the performance evaluation results in Section 4, and
Section 5 presents conclusions and future work.

2 Related Work
Some studies propose security solutions usingNetwork Func-
tion Virtualization and Software-Defined Networking prop-
erties [Porras et al. (2012); Xing et al. (2013); Zanna et al.
(2014); Lin et al. (2015); Deng et al. (2015); Haugerud et al.
(2021); Repetto et al. (2022);Mauricio et al. (2016)]. [Porras
et al. (2012)] present a programming language and software
modules of a solution named FRESCO that simplifies the de-
velopment and deployment of security services in SDN net-
works using NOX controllers. Network administrators can
program policies to interconnect security modules, such as
firewalls and IDSs (Intrusion Detection Systems). They can
also insert instructions for monitoring security alerts, block-
ing malicious traffic, redirecting them to a dynamic quaran-
tine or a remote reflector scanner, and so on. FRESCO acts
on SDN-enabled switches and NOX controllers to create cus-
tomOpenFlow (OF) rules. However, it is not able to program
application firewalls to automatically blockmalware without
disrupting the nonmalicious traffic from the same source IP.
[Xing et al. (2013)] propose SnortFlow, which is a Snort-

based IDS that uses the OpenFlow protocol to detect at-
tacks. SnortFlow implements countermeasures against at-
tacks through a network reconfiguration. However, the pro-
posal is limited only to the Xen hypervisor virtualization plat-
form, and the Snort [Gupta and Sharma (2020)] agent in-
stalled in each management domain (Dom 0) can overload
Xen Dom 0. Dom 0 overhead can become a bottleneck, de-
grading the network performance of all Virtual Machines
(VMs) hosted on the same physical server. This can happen
because all VMs use the same Dom 0 network drivers to ac-
cess the network resources located on other machines [Fer-
nandes et al. (2011)]. Furthermore, SnortFlow also blocks
benign traffic from the same IPs.
[Zanna et al. (2014)] integrate an Intrusion Detection Sys-

tem with an SDN controller to identify and block Denial-of-
Service (DoS) attacks. The authors configured an IDS Bro
to send a blocking flow request to the Application Program-
ming Interface (API) of the Ryu controller to filter IPs that
generate malicious traffic. However, in addition to block-
ing the malicious network traffic, the proposed solution also
blocks the benign traffic that is generated by the same source
IPs.
Lin et al. (2015) propose an SDN security architecture to

classify traffic and perform intrusion prevention. The pro-
posal detects Denial of Service attacks and vulnerability ex-
ploits by identifyingmalicious patterns in the HTTP requests.
However, despite the significant reduction in network perfor-
mance when the number of rules increases in the VNF, no
workaround is presented. Moreover, the authors do not deal
with the automation of attack detection and blocking.
Deng et al. (2015) propose the VNGuard framework,

which uses SDN and NFV to provide and manage virtualized
firewalls. The authors use ClickOS [Martins et al. (2014)]
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to implement VNGuard components. VNGuard defines a
high-level language to simplify policy management so that
users do not need to know the low-level information from
the virtual networks to create filtering rules. However, the
proposed framework does not deal with the meaningful re-
duction in network performance when the number of rules in
the VNF increases.
Haugerud et al. (2021) propose an architecture for dis-

tributing network traffic between parallel Network Intrusion
Detection System (NIDS) nodes based on Network Function
Virtualization to reduce the processing time of the pattern
matching and reduce the number of packets dropped. The
authors have created adaptive algorithms to distribute both
the network traffic and the signature rules across the NIDS
nodes to make an elastic virtualized IDS. They adjust the
number of virtual components which analyze the network
traffic in response to the workload. Additionally, they dy-
namically adjust and divide the signature rules evenly across
different Snort NIDS nodes using a node level parallelism
method [Jiang et al. (2013)] in order to save system resources
to keep a zero percent packet drop ratio. The proposed solu-
tion duplicates the traffic to send them to several Snort sen-
sors and does not automatically drop packets that raise an
alert.
Repetto et al. (2022) designed the ASTRID framework

to detect and mitigate amplification attacks into a 5G Core
(5GC) architecture implemented as an NFV service aiming
to block them at their origin, at the boundary of a 5G net-
work, before they get amplified by vulnerable servers in the
Internet. ASTRID is a Java Spring Framework, created in-
side a 5GC network by using the Open5GS project, running
inside a Kubernetes cluster. It automates the mitigation of
Distributed DoS (DDoS) attacks sent to the User Plane Func-
tion (UPF), which is a relevant part of the 5GC. An Analytics
Toolkit (ATk) has been created to monitor and detect ampli-
fication attacks by distinguishing between periodic fluctua-
tions of requests and anomalies. ASTRID also has a Context
Manager (CM) and a Security Controller (SC) that automate
as much as possible the collection of data and the implemen-
tation of response actions to DDoS. It is a solution suitable
to deal only with DDoS, not able to mitigate exploitation at-
tacks.
In a previous work [Mauricio et al. (2016)], we study the

performance of a firewall implemented as a Virtual Security
Function in OPNFV using commodity servers. The imple-
mentation exhibits great adaptability, scaling the number of
firewall VSFs according to the amount of network traffic.
However, it does not include a dynamic mechanism to im-
prove the VSF performance, and it does not deal with mal-
ware.
This article proposes and implements an automated and

integrated solution for detecting and mitigating Web appli-
cation malware using the SDN and NFV technologies. The
proposal is compliant with the ETSI Network Function Vir-
tualization security management and monitoring specifica-
tion [Dutta et al. (2017)]. Our NFV security architecture
algorithm chains the data stream to an application firewall
Virtual Security Function with suitable policy rules to only
block the attack traffic without harming the benign traffic
generated from the same source IPs. Additionally, we pro-

pose a mechanism to dynamically improve the performance
of the implemented VSF.
Table 1 lists the main features of our NFV/SDN proposal

versus those implemented by others.

3 NFV Security Architecture Pro-
posal and Implementation

In this section, we present an NFV security architecture pro-
posal that dynamically creates a software-based chain with
a WAF Virtual Security Function to block attacks. We focus
on Web Application attacks in this paper.
Figure 1 illustrates the ETSI NFV reference architec-

ture [Dutta et al. (2017)] extended with our security compo-
nents, which aim to provide automatic and efficient detection
and mitigation against Web application malware. Our three
new components are highlighted in Figure 1. The central ele-
ment is the NFV Security Controller module, which interacts
with an Intrusion Detection System (IDS-VSF) and a Web
Application Firewall (WAF-VSF). The IDS Virtual Security
Function analyzes the data traffic, detects threats, and sends
alerts to Security Controller (Figure 1 (a)). Upon receiving
an alert and identifying the type of attack, the NFV Security
Controller decides whether an update of the application fire-
wall rules is required. Then, it chains the WAF-VSF to filter
the detectedmalicious activity. The NFV Security Controller
writes suitable security rules into the WAF Virtual Security
Function to block the detected attacks (Figure 1(b)). Then,
the NFV Security Controller sets up redirection OpenFlow
rules into the virtual switches to steer traffic (Figure 1(c)),
which blocks the malicious traffic without stopping the be-
nign traffic.

Figure 1. Extended Network Function Virtualization architecture. The pro-
posed security components are colored. The main interactions of the pro-
posed Security Controller are a) receiving alerts; b) automatic installation
of the customized security rules in a Web Application Firewall; and c) fire-
wall chaining to block malicious traffic.

Figure 2 details how the proposed modules of the NFV se-
curity architecture work. Furthermore, we detail the interac-
tions whenmalicious traffic sent to a vulnerableWeb applica-
tion is blocked. We have used Service Function Chaining to
steer traffic when needed. The NFV Security Controller cre-
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Table 1. NFV/SDN features implemented versus related work.

Features Porras
et al.
(2012)

Xing
et al.
(2013)

Zanna
et al.
(2014)

Lin et al.
(2015)

Deng
et al.
(2015)

Haugerud
et al.
(2021)

Repetto
et al.
(2022)

Mauricio
et al.
(2016)

This work

Provides access con-
trol

3 3 3 3 3 3 3 3

Detects malware 3 3 3 3 3 3
Automatically
blocks malware

3 3 3

Dynamically recon-
figures the network
to block malicious
traffic

3 3 3

Filters malware
without affecting
the benign traffic

3

Figure 2. NFV Security Controller interactions with Virtual Security Func-
tions and the NFV Virtual Network.

ates OpenFlow Service Function Chains managing an SDN
controller that is inside the NFVI Virtual Network module
(Figure 1). We chose to create OpenFlow SFCs because SFC
using the Network Service Header (NSH) protocol was still
an experimental feature that exhibited poor network perfor-
mance when our tests were executed [Sanz et al. (2018)].
We have also implemented the Vulnerability Scanning

module, which performs a periodic vulnerability scan, based
on known vulnerability signatures, on the attacked Web Ap-
plication. Therefore, it can also validate if other vulnerabili-
ties not yet exploited and detected exist in the attacked Web
Application. This is because Web application developers fre-
quently update their source code to provide new functions. If
a vulnerability is no longer identified and blocked the NFV
Security Controller will automatically remove the unneces-
sary rule related to it. Thus, with fewer rules, we are able to
reduce the consumption of resources in the WAF-VSF and
increase its performance [Mauricio et al. (2016); Sanz et al.
(2018)]. Consequently, the efficiency of the software-based
Service Chain will also rise as the consumption of computa-
tional resources decreases.
We have implemented the Intrusion Detection System as a

Virtual Security Function with Threat Detection and Threat
Notification mechanisms (Figure 2). To build the IDS-VSF
Threat Detection, we use the open-source IDS Bro [Sommer
(2003)], which we configure to passively monitor network
traffic, searching for suspicious activity. Thus, it can ana-
lyze network traffic to find events with malicious patterns,
such as those related to XSS, SQL Injection, and LFI. We
have used the TAP technique2 to send a copy of each network

2TAP network operation type sends a copy of each network interface

packet to the IDS-VSF. The IDS-VSF receives copies of each
network packet without being chained to the data stream so
that it does not overwhelm the end-to-end communication of
the software-based Security Chain, which we automatically
create if needed.
Interaction (1) in Figure 2 shows that the Intrusion Detec-

tion System receives traffic through its TAP network inter-
face. The IDS-VSF Threat Notification is a Python code we
have designed that extends the Bro IDS code to send HTTP
messages with threat alerts to the NFV Security Controller
(Interaction (2) in Figure 2). Each alert reports the IP ad-
dress generating the malicious traffic, the destination IP ad-
dress, the attack-related Uniform Resource Locator (URL),
the Uniform Resource Identifier (URI) used, and the type of
threat detected.
The Threat Classification of the NFV Security Controller,

its VSF chaining mechanism, and the SDN Management en-
gine are Python applications. We use w3af3, which is an
open-source web vulnerability scanner, to build the Vulnera-
bility Scanning module. In addition, the NFV Security Con-
troller has a Security Policy Database (DB) that we have
built to store threat alert types; in our case, the OWASP
top tenmost criticalWebApplication security risks [OWASP
(2021)], and suitable security rules able to block them. We
have used MongoDB to create this database. Moreover, we
have created our security rules in Mod Security, which is a
widely deployed open-source WAF [Ristic (2010)].
The NFV Security Controller executes the proposed Algo-

rithm 1 to handle packets when malicious activity is detected.
Upon receiving alerts from the IDS-VSF Threat Notification,
the Threat Classification engine of the NFV Security Con-
troller validates whether malicious traffic is a Denial of Ser-
vice (Ψ) attack (Algorithm 1, Line 2). If so, the NFV Se-
curity Controller automatically sends OpenFlow rules to the
OpenDaylight controller (Interaction (4) in Figure 2) to filter
all the network traffic generated by the identified source IP
address (Line 3).
Unknown vulnerability exploitation is a zero-day attack

that has no available fix. Therefore, every time the Threat
Classification module of the NFV Security Controller re-
ceives an unknown vulnerability exploitation alert (Line 4),
it sends HTTP messages to the OpenDaylight REST API
to block all the network traffic generated by the identified
source IP address, protecting the vulnerable application IP

event to a configured system, which usually analyzes the captured data.
3http://w3af.org/
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Algorithm 1: Security Attack Treatment
input :δ = {srcIP,dstIP,URL,URI,type}: Detected attacks;

Φ: Known vulnerability exploitations;
WAF-VSF: the WAF Virtual Security Function;
Ψ: Denial of service attacks;

1 begin
2 if δ.type ∈ Ψ then
3 Filter security attack(δ.srcIP, ∗);
4 else if δ.type /∈ Φ then
5 Filter security attack(δ.srcIP, δ.dstIP );
6 else
7 edit_waf-vsf_rules(δ.URL, δ.URI, δ.type);
8 create_chain(WAF-VSF);
9 divert_traffic(δ.srcIP, δ.dstIP );
10 Register(δ);
11 while Φ ∈ (URL ∥ URI) do
12 if Φ /∈ WAF-VSF then
13 write_policies(WAF-

VSF(security_module));
14 end
15 remove_policies(WAF-VSF(security_module))
16 end

(Line 5). Thus, the NFV security architecture automatically
blocks traffic when it is not able to write a countermeasure
rule within the WAF Virtual Security Function. This hap-
pens when there is no appropriate rule in the Security Policy
Database to mitigate the malicious traffic. However, secu-
rity network operators can register new security rules on the
Security Policy Database at any time.
When IDS-VSF detects known vulnerability exploitation

different from DoS (Line 6), the Threat Classification en-
gine will find suitable rules on the Security Policy Database
to block the malicious activity. Then, it triggers the VSF
chaining mechanism of the NFV Security Controller that au-
tomatically configures rules inside the WAF Virtual Secu-
rity Function (Interaction (3) in Figure 2) to mitigate the de-
tected attack. Then, through the SDN controller OpenDay-
light (Interaction (4) in Figure 2), the NFV Security Con-
troller inserts redirection OpenFlow rules into the OVS (In-
teraction (5) in Figure 2). Thus, all traffic previously chained
directly to the vulnerableWebsite (Interaction (6) in Figure 2)
is routed first through theWAFVirtual Security Function (In-
teraction (7) in Figure 2), which filters the malicious traffic
without blocking the benign HTTP requests (Lines 7-9). Af-
ter that, the NFV Security Controller starts its Vulnerability
Scanning module (Lines 11-15) to periodically assess the ap-
plication attacked (Interaction (α) in Figure 2). If it finds a
new vulnerability different from the previous one detected
by the IDS-VSF Threat Detection, the NFV Security Con-
troller adds rules to the WAF-VSF Security Module (Line
13). Thus, we can discover vulnerabilities and mitigate the
threats before an attacker can exploit other weaknesses of the
attacked Web application. Furthermore, if a known vulnera-
bility that has been once identified no longer exists, the NFV
Security Controller removes this unnecessary policy from the
WAF-VSF Security Module (Line 15). The NFV Security
Controller also records all attacks received (Line 10).
We have used Mod Security to create our WAF-VSF Se-

curity Module. We have implemented our Proxy Module us-
ing NGINX, which is the second most used Web server on
the Internet [Netcraft (2019)]. The NFV Security Controller
automatically chains and configures the WAF-VSF Security

Module to removemalicious traffic and theWAF-VSF Proxy
Module to act as a “reverse proxy” that redirects all the be-
nign HTTP requests it receives to the vulnerable Web server
(Interaction (8) in Figure 2). In this way, theWAFVirtual Se-
curity Function removes malicious traffic without blocking
the benign HTTP requests generated from the same source
address.
We have implemented this proposal using the Open Plat-

form for NFV. Our OPNFV installation involves five Com-
mercial Off-The-Shelf (COTS) machines. The OPNFVman-
ager is a desktop, we use one machine to build an Open-
Stack [OpenStack (2022)] controller node, and the three
others are OpenStack compute nodes, which host our three
VSFs: the NFV Security Controller, the WAF, and the IDS.
The OPNFV virtual network module uses OpenDaylight
(ODL) as an SDN controller, the virtual switches are Open
vSwitches (OVSes), and OpenStack acts as an NFV VIM,
managing all the physical resources of the Network Function
Virtualization Infrastructure. We create an OpenFlow data
plane using the Open vSwitches from the OpenStack com-
pute nodes. Furthermore, we built the SDN control plane us-
ing the OpenDaylight controller that we install on the Open-
Stack network node.
As our prototype has served as the basis for implement-

ing Globo’s production security architecture, we can not pro-
vide its source code. However, Globo has provided detailed
instructions and an open-source code [Globo (2021b)] that
allow a researcher to carry out the OWASP top ten attacks
discussed in the paper by provisioning local environments
via docker-compose. We teach how to exploit the most crit-
ical Web application security risks and how to fix the given
vulnerable codes to mitigate them. We have also released
huskyCI [Globo (2021a)] as an open-source tool that can
perform static security analysis in Python, Ruby, JavaScript,
Golang, Java, and HCL.

4 Experimental Results
In this section, we detail the experiments carried out to eval-
uate the proposed NFV security architecture.

4.1 Efficiency
To assess the efficiency of the proposal in blocking the mali-
cious traffic, without affecting the benign traffic generated
by the same source, we developed a script to send mali-
cious and benign HTTP requests from a client to a honey-
pot [OWASP (2021)]. The honeypot acts as a vulnerable
Web server. The script runs for a fixed time interval, in
which it sends 220 benign and 340 malicious HTTP requests,
on average. Benign HTTP requests access the main page of
the vulnerable Website4. In contrast, the malicious HTTP re-
quests (malware) try to exploit the OWASP top ten security
vulnerabilities [OWASP (2021)].
Table 2 illustrates some security attack types we use in the

first evaluation. The HTTP request of Line 1 tries to obtain
the encrypted password, IDs, and names of all the registered

4We use the curl command to send several HTTP requests to the vul-
nerable Website.
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Table 2. Web application attack examples.

HTTP Malicious HTTP request HTTP Response
Method Status Code

GET http://mysite/?rHPbc8c=../../../../etc/passwd 200 OK

PUT http://mysite/oRnQL file:9zseqh 201 OK

GET http://mysite/?XzuFzsw=SELECT TOP 200 OK3 * FROM adminusers

GET http://mysite/?rHPbc8c=ps -aux 403 Forbidden

users of a vulnerable Operating System (OS) hosting the ex-
posedWebsite. Line 2 shows an HTTP request used to insert
a file named “9zseqh” on the Web server. This file could be
malware that is able to execute malicious code to enslave or
damage an operating system. Line 3 is an SQL Injection at-
tack to obtain all the information from three registered users
in the “adminusers” table of the honeypot database. We can
also inject malicious JavaScript to redirect the users to phish-
ing sites or modify the visited HTML. Line 4 describes an at-
tack to list all the running processes on the honeypot OS. We
have also carried out attacks to exploremore of theOWASP’s
top ten Web application security risks. The other types of at-
tacks and the steps to perform each of them are in the lab we
have created to teach secureWeb and mobile development in
a practical way [Globo (2021b)].
The evaluation results can have different HTTP response

types. Malicious HTTP requests described in our example
of Table 2, Lines 1, 2, and 3 are successful because they re-
ceive 2xx (OK) HTTP response status codes. This can hap-
pen when our automatic NFV security architecture does not
block the malicious traffic sent to the honeypot. On the other
hand, the HTTP response status code of Table 2, Line 4 indi-
cates that the malicious request is unsuccessful, whichmeans
that our security architecture would have been able to prevent
the attack.
As already mentioned, we have installed the Open Plat-

form for NFV with one OpenStack controller node, three
computing nodes, and one OPNFV installation manager.
The computing nodes are Ubuntu 14.04, KVM is the vir-
tualization platform, and OpenStack is the OPNFV Virtu-
alized Infrastructure Manager. The OPNFV manager and
the OPNFV controller node are Intel (R) Core (TM) i7-4770
CPU @ 3.40 GHz. Each controller has four cores, 8 threads,
32 GB of RAM, and three 1 Gb/s Ethernet interfaces. The
OpenStack compute nodes are Intel (R) Xeon (R) E5-2650
CPU@ 2.00 GHz. Each OpenStack compute node has eight
cores, 16 threads, 64 GB of RAM, and three 1 Gb/s Eth-
ernet interfaces. The NFV Security Controller, the WAF
Virtual Security Function, the IDS-VSF, the Security Policy
Database, the Web client, and the vulnerable Web server are
VMs with four virtual CPUs and 4 GB of RAM. The evalua-
tions are averages of 10 runs with 95% confidence intervals.
Some confidence intervals are hard to see because they are
too small.
In the initial scenario, we have sent malicious and benign

HTTP requests to the honeypot without enabling the pro-
posed security modules on the NFV security architecture,
and, as expected, all the malicious HTTP requests success-
fully received 2xx (OK) status code responses. Next, we

evaluate the NFV security architecture efficiency in dynami-
cally blocking malicious traffic without stopping benign traf-
fic. There are no preconfigured rules on theWAF-VSF Secu-
rity Module and no previous URL redirection policies on its
Proxy Module when we start this evaluation. Furthermore,
all the malicious HTTP requests generated in the evaluation
have appropriate security rules stored in the Security Policy
Database.

Figure 3. Web client’s benign and malicious HTTP requests (tx) and re-
sponses (rx).

Figure 3 illustrates that the Web client test script generates
an average of 340 malicious HTTP requests and 220 benign
ones (see HTTP requests (malicious) and HTTP requests (be-
nign) sent by the Web client (tx)). As soon as the Web client
generates the malicious traffic, the IDS-VSF identifies the
malicious requests and sends an alert message to the NFV
Security Controller. Figure 4 shows that the NFV Security
Controller automatically chains the WAF-VSF in less than
8.2 s after it receives an alert message. The NFV Security
Controller diverts all the traffic to theWAF-VSF by applying
redirection OpenFlow rules on the virtual switches. More-
over, the NFV Security Controller automatically configures
theWAF-VSF ProxyModule to deal with the HTTP requests
sent to the attacked URL, and it inserts security rules into the
WAF-VSF to filter all the identified malicious traffic.

Figure 4. Cumulative Distribution Function of the time to chain the WAF-
VSF after the NFV Security Controller receives an alert message.

Figure 5 shows that the vulnerable Web server sends back,
on average, three (0.88%) successful HTTP response sta-
tus codes related to the malicious requests. Therefore, only
three attacks reach the vulnerable Web server and are suc-
cessful (see HTTP response status code received (2xx OK)
by the Web client in Figure 3). The evaluation results indi-
cate that there are network packet loss issues when the NFV
Security Controller makes changes in the OVS rules to redi-
rect the Web client flow packets to chain the WAF Virtual
Security Function. OVS starts to redirect all the packets
with a Web client source IP and Web server destination IP
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Figure 5. Malicious HTTP requests blocked by the WAF virtual security
function, successful HTTP responses sent by theWeb server, and howmany
pass through the firewall when WAF-VSF is automatically chained.

to the WAF Virtual Security Function. During this operation,
packet losses occur, such as those that occur when a router in
a traditional packet-switching network fails. For this reason,
on average, 207.3 (94.23%) (see HTTP response status code
sent (2xx OK) by the Web server in Figure 5) of the 220 be-
nign HTTP requests reach the Web server without problems.
Likewise, on average, 205.9 (93.59% of the benign re-

quests - see the HTTP response status code received (2xx
OK) by the Web client in Figure 3) of the 207.3 of the HTTP
response status codes sent by the Web server successfully
reach the Web client. Moreover, the WAF Virtual Security
Function chained to the data stream blocks 337 (99.12% of
the malicious HTTP requests - see the malicious HTTP re-
quests blocked (403 forbidden) by the WAF-VSF in Fig-
ure 5), and its reverse proxy handles 201.1 (see the 201.1
HTTP response status code sent (2xx OK) by the WAF-VSF
in Figure 5) (91.41%) of the 220 benign HTTP requests made
by the Web client. There were an average of 12.7 (5.78%)
benign HTTP requests lost between the client and the vul-
nerable Web server (220-207.3). The proposed WAF-VSF
proxy module handles approximately, on average, 201.1 of
the 207.3 benign HTTP responses sent from the server to the
client, so six of these HTTP responses do not go through
the WAF-VSF. In addition, the amount of benign HTTP re-
sponses lost between the server and the Web client is, on av-
erage, equal to 1.4 (207.3-205.9). Therefore, the evaluation
results show that the proposed NFV security architecture is
efficient since it dynamically blocks a total of 99.12% of the
generated attacks, and 93.59% of the benign traffic is not af-
fected when dynamically chained with the WAF Virtual Se-
curity Function.

4.2 Performance

Afterward, we have evaluated the performance of our NFV
security architecture. Our goal was to evaluate how the new
software-based Service Chain containing the WAF-VSF af-
fects the HTTP response rate and the Website response time.
We have first varied the number of HTTP requests per second
sent to a Web server, and we have also generated OWASP’s
top ten attacks. Consequently, the proposed NFV security
architecture dynamically configured up to ten suitable rules
in WAF-VSF to block the malicious HTTP traffic sent to the
honeypot, which we use as a vulnerable Web server. As al-
ready mentioned, we have used Mod Security to create the
WAF-VSF Security Module, which handles all communica-
tion between the Web client and the Web server when mali-

cious traffic is detected. Therefore, we have first evaluated
how the WAF-VSF affects the HTTP response rate and the
website response time. We generate the same benign HTTP
requests using HTTPerf [Mosberger and Jin (1998)], as we
did in the initial scenario, and a Python script orchestrates
the security attacks. Moreover, HTTPerf generates andmain-
tains sustainable rates of HTTP requests to overload theWeb
server.

Figure 6. Web application performance when theWAF-VSF is not chained.

Figure 7. Web application performance when the WAF-VSF is chained to
the Web server.

We automate the HTTPerf using Autobench [Midgley
(2020)] and vary the TCP connection rate between 10 and
220, increasing the rate by ten at each second. We send
two persistent HTTP requests per each TCP connection es-
tablished with the Web server. Therefore, the HTTP request
rate varies between 20 and a maximum value of 440 requests
per second, which is the maximum capacity of our honeypot
Web server. We use these values because several preliminary
tests have shown that HTTP request rates over 440 requests
per second cause a significant increase in the HTTP response
time, which is the time elapsed between requesting and re-
ceiving an object from the server. The results are means with
95% confidence intervals. Some confidence intervals are not
shown in the figures because they are narrow.
Figure 6 illustrates theWeb application performance when

the WAF-VSF is not chained. The maximum HTTP request
rate supported by the Web server without a significant in-
crease in the HTTP response time is equal to 380 requests per
second. For higher rates, the response time increases consid-
erably, going from approximately zero to approximately 9 s
when theWeb client attempts to send 440 HTTP requests per
second to the server.
Figure 7 shows that the automatic WAF Virtual Security

Function chaining reduces the maximum HTTP response
rate to 300 requests per second when the WAF-VSF han-
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dles the benign traffic and OWASP’s top ten attacks at the
same time. Therefore, the HTTP request rate is reduced
by approximately 21% when the NFV security architecture
dynamically chains and inserts rules into the WAF-VSF to
block OWASP’s top ten attacks. Traffic filtering performed
by WAF-VSF is a high CPU usage technique. Therefore, by
increasing the number of virtual CPUs (vCPUs) we can im-
prove the WAF-VSF performance [ur Rahman et al. (2018)].
We can also raise the WAF-VSF performance by associating
one vCPU to one physical CPU core instead of associating
each vCPU to a logical CPU core [Wang et al. (2017)]. How-
ever, only modern CPUs and virtualization platforms offer
that feature.

4.2.1 Effect of Varying the Number of Rules on the
WAF-VSF

As already mentioned, the proposed NFV security architec-
ture has a mechanism that dynamically removes unused se-
curity rules from theWAF-VSFwhen the Vulnerability Scan-
ning module no longer finds the related vulnerabilities in the
Web server. To evaluate the performance of this mechanism,
we have also conducted experiments to emulate its behav-
ior. We have varied the number of rules on the WAF-VSF
between 0 and 100. Hence, we did not just create the num-
ber of rules needed to block attacks, as shown in the previ-
ous sections. Then, we measure the amount of time to load
the HTTP response header when we get the index.html page
from the Web server. In this particular test, the generated
benign traffic corresponds to HTTP HEAD requests so that
we avoid Web browser caching, ensuring more stable results.
All HTTP requests pass through the WAF-VSF.
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Figure 8. Cumulative Distribution Function of the time to load the HTTP
response headers from the mainWeb server page (index.html) when varying
the number of rules in the WAF-VSF between 0 and 100.

Figure 8 illustrates the Cumulative Distribution Function
(CDF) of the amount of time, in milliseconds, to load the
HTTP response header of the index.html honeypotWeb page
(latency) when varying the number of rules inside the WAF-
VSF. The latency is less than 2.8 ms, in more than 90% of the
cases when the WAF-VSF acts only as a Web proxy because
its number of security rules is equal to zero. In addition, we
have approximately the same behavior, with a latency of less
than 2.8 ms, in more than 90% of the cases, when there are
20 Web Application Firewall rules in the WAF-VSF Secu-
rity Module. However, when we insert 40 security rules into
the WAF-VSF, the latency is greater than 7.5 ms in approxi-
mately 40% of the cases. When we create 60 security rules,

the latency is greater than 7.5 ms in more than 80% of the
cases. With 80 Web Application Firewall rules in the WAF-
VSF, the latency is greater than 7.5 ms in more than 90%
of the cases. In addition, it is greater than 8 ms in approxi-
mately 40% of the cases. With 100 security rules inside the
proposedWAF-VSF, the minimum latency is equal to 8.8 ms,
and in more than 90% of the cases, it is greater than 9.0 ms.
The latency is, in 90% of the cases, less than 2.8 ms when
the number of rules inside the WAF-VSF is zero, and greater
than 9.0 ms when the number of rules is equal to 100. There-
fore, when the number of rules inside the WAF-VSF varies
between 0 and 100, the increase in latency is approximately
221%.
The results show that the latency is lower when there are

fewer rules inside the WAF-VSF. This indicates the benefits
of the mechanism that dynamically removes unused security
rules from the WAF-VSF.

4.2.2 Effect of Increasing the Number of Redirection
OpenFlow Rules on the Open vSwitches

As already mentioned, we have created an OpenFlow data
plane using the Open vSwitches from OpenStack compute
nodes, and we have built the SDN control plane using
the OpenDaylight controller. The virtual switches of the
NFV/SDN environments in production clouds can have thou-
sands of redirection OpenFlow rules [Mauricio et al. (2018)].
Therefore, we have also conducted experiments to under-
stand the effect of increasing the number of those redirection
OpenFlow rules inside the Open vSwitches of our OPNFV
cloud.
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Figure 9. MaximumHTTP request rate for different numbers of redirection
OpenFlow rules in the Open vSwitches.
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Figure 11. Cumulative distribution function of the time to load the HTTP
response headers from the Web test page we have created in the WAF-VSF
when varying the number of redirectionOpenFlow rules inserted in theOpen
vSwitches between 0 and 20000.

We use HTTPerf to also evaluate howmuch the increase in
the number of redirectionOpenFlow rules inOpen vSwitches
can affect the maximum HTTP request rate and the network
throughput when a client sends traffic to a server. In this par-
ticular test, we use the WAF-VSF as a Web server so that the
traffic test does not traverse a VSF. It follows only through
the two Open vSwitches since each VM used is in a different
physical machine. Thus, we avoid the VSF overhead while
measuring the mean time to load the header (HTTP HEAD
requests) of a test page that we have created within the WAF-
VSF. We use HTTPerf to generate only HTTP benign traffic.
To evaluate the network throughput, we use the Iperf tool to
send UDP packets with 1472 bytes at 1 Gb/s from the client
to the WAF-VSF. We vary the number of redirection Open-
Flow rules from 250 to 20000. In these particular tests, the
results are means of 15 runs with 95% confidence intervals.
Figures 9 and 10 illustrate that the increase in the num-

ber of redirection OpenFlow rules within OVSes does not
significantly affect the HTTP request rate (approximately
700 requests/s) and the network throughput (approximately
68k packets/s), respectively.
Figure 11 illustrates that the latency is less than 2.7 ms in

100% of the cases when the number of redirection OpenFlow
rules within the OVSes is equal to zero. With 20000 redi-
rection OpenFlow rules inside the OVSes, the latency is less
than 2.7 ms in approximately 88% of the cases. However, the
latency is greater than 4 ms in 10% of the cases and higher
than 6 ms in less than 5% of the cases. Therefore, the results
show that we do not have a considerable increase in the la-
tency when the number of redirection OpenFlow rules varies
between 0 and 20000. This occurs because OVS processes
OpenFlow rules using hash tables [Mauricio et al. (2018)].
In practical terms, an HTTP latency growth of 3.3 ms (6 ms
- 2.7 ms) is not enough to significantly impact the end-user
experience in modern web browser applications [Pourghas-
semi et al. (2019)]. Google, for instance, states that 53% of
mobile site visitors leave a page only when it takes longer
than 3 s to load [An (2018)].

5 Conclusions and Future Work
In this paper, we have implemented an NFV security archi-
tecture that applies countermeasures against vulnerability ex-
ploitation attacks without affecting benign traffic. The cen-

tral element of the NFV security architecture is the NFV Se-
curity Controller module, which interacts with an Intrusion
Detection System and a Web Application Firewall. The pro-
posed IDS Virtual Security Function sends alerts to the Secu-
rity Controller, which decides whether an update of the appli-
cation firewall rules is required and if the WAF-VSF should
be dynamically chained to filter the detected malicious traf-
fic. The NFV Security Controller sets up redirection Open-
Flow rules into virtual switches to steer traffic through the
WAF-VSF that efficiently blocks 99.12% of the malicious
HTTP traffic without significantly affecting the benign traf-
fic from the same source IP. Furthermore, the NFV Security
Controller implements a Vulnerability Scanning module and
a mechanism that reduces the time between finding a vul-
nerability and the mitigation of the identified threats. In ad-
dition, the NFV Security Controller automatically removes
rules from the WAF-VSF to reduce the number of security
rules implemented and increases its performance when the
vulnerabilities cease to exist. As future work, we intend to
focus on chaining containers to VSFs created as Kubernetes
pods so that we can secure microservices running on PaaS
(Platform as a Service).
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