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Abstract Providing resources to meet user needs in futuristic mobile networks is still challenging since the network
resources like spectrum and base stations do not increase in the same proportion as the accelerated growth of net-
work traffic. Because of this, human/user behavior attributes can assist resource management in dealing with these
challenges, which pick up aspects of how the user impacts the usage of mobile networks, such as network usage,
the content of interest, urban mobility routines, social networks, and sentiment. A user profile is a combination of
user/human behavior attributes. Such profiles are expected to be a knowledge for softwarization enablers to im-
prove the management of future wireless networks fully. Nevertheless, the correlation between human sentiment
and wireless and mobile network usage has not been deeply investigated in the literature about the mobile user
profile. This work aims to define the user profile using a transfer learning approach for the sentiment classification
of WhatsApp messages. A real-life experiment was conducted to collect users’ attributes, namely the WhatsApp
messages and network usage. A new data analysis methodology is proposed that consists of a frequent item-set
pattern mining (FP-Growth) based on Association Rules, the Chi-squared statistical test, and descriptive statistics.
This methodology assesses the correlation between sentiment and network usage in a profound way. Results show
that the users participating in the experiment form three groups. The first group, with 55.6% of the users, contains
users who present a strong relation between negative sentiment and low network usage and also a strong relation
between positive sentiment and high network usage. The second group contains 25.9% of the users and is composed
of users who present a strong relation between positive sentiment and high network usage. The third group contains
18.5% of the users for whom the correlation between sentiment and network usage is still statistical significant, but
the strength of this relation is much more weak then in the other two groups. Thus, 81.5% of the users (the first
two groups) present a strong relation between user sentiment captured from WhatsApp messages and the network
traffic generated by them.
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1 Introduction

The next generations of wireless and mobile telecommuni-
cations should guarantee a satisfactory and personalized ex-
perience to users in a variety of scenarios, which proves to
be challenging [Wang et al., 2017; Taleb et al., 2017; Singh
and Sharma, 2019]. These networks have to support hetero-
geneous wireless connections and distinct radio communi-
cation technology to provide high bandwidth rates, low la-
tency, and seamless mobility [Qamar et al., 2019]. Further-
more, they also have to enable new categories of services,
allowing new business opportunities for the network opera-
tors [Giraldo-Rodríguez et al., 2015; Afolabi et al., 2018]. In
this context, the fifth generation ofmobile networks (5G) pro-
vides support for a plethora of applications, such as Virtual
Reality (VR) [Erol-Kantarci and Sukhmani, 2018] and Inter-
net of Things (IoT) [Li et al., 2018], and also new scenarios,
namely the development of autonomous cars [Raissi et al.,
2019] and Intelligent Transportation System (ITS) [Akabane
et al., 2019] as well as broad support in health area [Thuemm-

ler et al., 2018].
Software Defined Radio (SDR), Software Defined Net-

working (SDN), and Network Function Virtualization (NFV)
are network softwarization technologies essential to enable
5G networks as well as newer versions. These technologies
enable to control and program the mobile network resources
and services flexibly and intelligently. This is performed us-
ing machine learning techniques, software applications, and
virtualized network functions in the hardware commodity
of the cloud, in which the networks will not be dependent
on physical, closed, and monolithic network functions [Cho
et al., 2014; Bouras et al., 2017; Yousaf et al., 2017; Neto
et al., 2021].
Despite network softwarization technologies and novel

higher capacity radio communication technologies, there are
several challenging situations for the future mobile networks
to support high communication quality, which include: a
wide range of applications with different requirements, the
constant upsurge in network traffic, the increasing number
of connected devices as well as the demand for personalized
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services, and the need to reduce costs, just to name a few ex-
amples. In light of this, specific aspects of user behavior can
assist resource management in dealing with these challenges.
These aspects pick up characteristics of how the user impacts
the usage of mobile networks, such as network usage, signal
quality, wireless technology (e.g., Wi-Fi, LTE), and the con-
tent of interest. Nevertheless, attributes of human behavior,
such as the urban mobility routines, social networks, senti-
ment, places (e.g., work and study routines), and times of en-
tertainment, can also influence these user behavior aspects
and, consequently, services and resources management poli-
cies [Taleb et al., 2017; Akabane et al., 2018; dos Santos and
Lopes, 2019].
A user profile is the summary/combination of user and

human behavior attributes, such as users’ interests, charac-
teristics, and preferences. User profiling is the system of
collecting, organizing, and inferring the user profile infor-
mation [Naboulsi et al., 2016; Zhao et al., 2019; Eke et al.,
2019]. It is important to notice that different user profiles
within the same network cell can demand distinct network re-
sources depending on the traffic and mobility of the users, as
well as their contextual and behavioral demands. TheMobile
NetworkOperators (MNOs) can take advantage of the knowl-
edge of the user profiles based on human behavior to man-
age the network resources and services better. This allows
exploring the flexibility provided by the network softwariza-
tion technologies to allocate personalized and optimized re-
sources. For instance, the SDN control plane can be defined
intelligently according to user profiles. Therefore, the pro-
files will guide how to control the network resources. In
doing that, MNOs can lead to greater satisfaction of mobile
users without decreasing monetary gains or increasing their
costs [Bouras et al., 2017]. By exploring the users’ attributes
and their personal relationships, the accuracy of predicting
future events on wireless and mobile networks can be signif-
icantly improved [Kabir et al., 2018].
Several works investigate the user profile to optimize net-

work configurations. Most of these works focus on charac-
teristics of the user behavior [Naboulsi et al., 2014; Giraldo-
Rodríguez et al., 2015; M. Borges et al., 2015; Furno et al.,
2017; Zhao et al., 2017; Qiao et al., 2018; Vamvakas et al.,
2019; Ullah and Binbusayyis, 2022], such as call detail
records, mobile data traffic usage/demand, content demand,
wireless technology, and used applications. Some works
focus on human behavior based on frequently visited web-
sites, online social friendship, user mobility, targeted ads,
and anomaly detection [Tandon and Chan, 2009; Wu et al.,
2017; Leng et al., 2015; Li et al., 2019; Chan et al., 2019;
Sakouhi and Akaichi, 2021; Awwad, 2021; Ullah and Bin-
busayyis, 2022]. Moreover, ringer modes and personality
traits are other attributes of human behavior that are investi-
gated in characterizing the user profile [Peltonen et al., 2020;
Komninos et al., 2021]. Nevertheless, no previous work has
considered including the correlation between user sentiment
and network usage to define the user profile. The term sen-
timent has several psychological and physiological defini-
tions. They range from subjectively accessible emotions to
somatosensory experiences, ideas, and beliefs. These inter-
nal sensations organize the human being’s mental life and
are also vital signs of well-being [Nummenmaa et al., 2018].

Human beings are daily subjected to several emotions that
give rise to sentiments that can be analyzed and classified.
The correlation between user sentiment and the amount of

data transmitted/received in the network is a possible way
of showing how patterns of human behavior can be related
to the use of wireless and mobile networks. By using the
knowledge of user sentiment and details of the network us-
age, the users’ behavior patterns can be mapped and grouped
into similar profiles. To take advantage of this, this work
investigates whether the users’ sentiment is related to the
use of the wireless network. More specifically, we inves-
tigate whether users with a positive sentiment tend to con-
sume more or less data or if users with a negative sentiment
tend to isolate themselves and consequently consume fewer
data. Therefore, the definition of these profiles will be of
great value for the decision-making process of allocating and
optimizing the use of network resources.
This work aims to define new mobile user profiles for

next-generation wireless networks through the classification
of sentiment they express through WhatsApp messages. It
studies the correlation of sentiment with the network usage
of wireless and mobile networks. To do that, text pattern de-
scription and recognition techniques based on frequent item-
set mining, association rules algorithms, and Transfer Learn-
ing (Artificial Intelligence) will be applied. To the best of our
knowledge, this is the first work to characterize mobile user
profiles, considering the sentiment and the network usage.
The main contributions of this work are as follows: (1)

transfer learning sentiment classification of WhatsApp mes-
sages; (2) the creation of a database combining factual in-
formation on the use of the wireless network and WhatsApp
messages, collected from the volunteers participating in the
research; (3) a data analysis methodology based on statistic
methods and the FP-Growth patternmining algorithm aswell
as user profiles based on the correlation of wireless usage
data and user sentiments.
The remainder of this work is structured as follows. Sec-

tion 2 presents the related work. The description of the
main concepts and background are given in Section 3. The
proposed characterization of the user profiling and the per-
formed assessments are described in Section 4. Furthermore,
the conclusion and future work are presented in section 5.

2 Related Work
User profile works that consider the user sentiment for the op-
timization of mobile networks are scarce. This section anal-
yses the few related works found in this research subject.
The Big Data Driven (BDD) model’s primary goal was

to collect data from the user and the network in general to
build a Big Data database to optimize 5G networks [Zheng
et al., 2016]. This database was then used to analyze the
user’s behavior, allowing the tailoring of the network accord-
ing to it. This big data-driven model refereed to Mobile Net-
work Operators (MNO) with long and short-term strategies
to make decisions about resources and services based on the
analysis and interpretations of relevant network information.
The user sentiment was used for two purposes. Firstly, the
user sentiment is employed in order to define the user pro-
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file based on the Quality of Experience (QoE) modeling, for
example, how various non-technical factors exist that may
influence QoE results, such as device type, user emotion,
habit, and expectation. Secondly, it was adopted to predict
where and how users may use the mobile network. For in-
stance, predicting a marathon event, where some streets be-
come highly dense scenarios (large crowds of people). There-
fore, resulting in highly congested traffic in these places dur-
ing the event period.
The authors proposed three case studies to demonstrate

that the model can overcome the challenges of 5G networks,
namely a study of the traffic behavior of the user, and the im-
plementation of a personalized cache service, and the assess-
ment of the end-users quality of experience. In the latter case,
the authors use machine learning techniques to classify user
sentiment and deliver a personalized service. Nevertheless,
these use cases are conceptual proposals where it is possible
to notice some issues. For example, the article does not men-
tion the adopted algorithms and machine learning techniques
and why they were chosen in QoEModeling, specifically for
sentiment analysis or user emotion detection. Nonetheless,
that work does not investigate the user profile based on the
correlation between the user sentiment and network traffic us-
age. It does not explain how the dataset was created to make
it possible to infer user sentiment, mobility, and social net-
work. We aim to investigate the definition of a new mobile
user profile based on the correlation between user sentiment
and network traffic usage in a more generic way. Thus, we
provide knowledge that can aid the MNO in optimizing the
network resources and services more precisely.
The proposed model in [Chen et al., 2015] offered person-

alized services through cloud computing and affective com-
puting recognizing the user’s sentiment/emotion in the user’s
home in order to provide enhanced QoE, called Emotion-
aware Mobile cloud Computing (EMC). The user emotion
can be recognized from text, image, video, and other emo-
tional data (multi-dimensional emotional data) collected by
mobile terminals using affective computing techniques. Fur-
thermore, they also seek to reach a trade-off between local
cloudlet (mobile devices) and remote cloud (computers with
higher computing capacity) in order to perform smaller or
larger tasks, respectively, i.e., Less 5G Support and Larger
Terminal Workload/More 5G Support and Smaller Terminal
Workload.
On the one hand, if there is more bandwidth-intensive de-

livery supported by 5G, it will be more effective to collect
and transmit a large variety and volume of emotional data,
especially for multimedia data with big volumes. Thus, the
personalized services for the users are more complete and ef-
ficient. On the other hand, the QoE level may be relatively
lower with less 5G support and a larger terminal workload,
which is weakly dependent on 5G, therefore ensuring that
EMC offers the basic services even in a poor wireless net-
work resource scenario, such as medical emergency handling
and telehealth education. However, the authors did not re-
veal which affective techniques were used to detect the user’s
emotion. This work also lacks to explain the results of such
techniques better. In addition, the user profile is poor and
superficially described, i.e., how can the home care services
based on emotions be adapted according to the user emotion

for each user’s mental status and diseases? Besides, the user
profile is based only on a single attribute (user emotion); the
authors do not investigate a correlation between user emotion
and network traffic usage to define mobile user profiles.

The User Aware Edge Caching (UAEC) mechanism pre-
dicts the intensity of human emotions through social media
(e.g., Twitter) to optimize the cache allocation [Kabir et al.,
2018]. It can do so by classifying and assessing the charac-
teristics that are related to human behaviors. UAEC also op-
timizes the content of cache servers based on the sentiment.
The authors adopted a combination of Hidden Markov Mod-
els (HMM) and Machine Learning for the development of
their algorithm for the user’s sentiment classification. How-
ever, it is not clear the reasons for this combination nor why
these techniques were chosen. Moreover, this work uses only
Twitter as input data. Furthermore, this work does not seek
a correlation between user sentiment and network usage.

As can be seen, few related works take into account the
sentiment analysis in the user profile. Besides, these works
do notmention the used technique to classify the sentiment or
the analyzed social network, they do not attempt to combine
or relate the sentiment to network usage. To the best of our
knowledge, our work is the first one that seeks to define user
profiles based on the relationship between user sentiments
derived from their messages and network usage.

Our work differs from the works [Zheng et al., 2016; Chen
et al., 2015; Kabir et al., 2018] in some aspects. Firstly,
we investigate if there is a correlation of sentiment with the
network usage of the wireless and mobile networks that en-
ables the definition of new user profiles. Secondly, we adopt
WhatsApp messages to collect the user’s sentiments. In In-
stant Message (IM) applications like WhatsApp and Tele-
gram, users better control who their interlocutors are. Mes-
sages are sent directly to one person or a group of contacts
known by the user. This characteristic of IM communica-
tion allows users to be more spontaneous in their messages.
This last claim is supported by the literature [Quan-Haase
and Young, 2010; Karapanos et al., 2016]. Thirdly, we apply
a sentiment classifier based on Bidirectional Encoder Rep-
resentations from Transformers (BERT) for the Portuguese
language, which is based on the transfer learning concept.
Fourthly, we create a novel dataset combining real infor-
mation on the use of the wireless network and sentiment.
Furthermore, we propose a new data analysis methodology
based on statistical methods, frequent item-set pattern min-
ing, and association rules to infer mobile user profiles based
on the correlation between wireless usage data and user sen-
timents.

3 Concepts and Background

This section describes the main concepts adopted in this
work. First of all, the sentiment analysis approach is dis-
cussed. Secondly, frequent item-set patterns mining and as-
sociation rules from a dataset are also discussed.
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Figure 1. High-level architecture for characterizing the mobile user profiles

3.1 Sentiment Analyses Approach

Sentiment Analysis (SA) is one of the advances in theNatural
Language Processing (NLP) task. It can be defined as ana-
lyzing and identifying the polarity/sentiment expressed in a
piece of text. This text can be from different sources such as
WhatsApp messages or social media posts [Liu, 2012]. Var-
ious methods and models [Díaz-Galiano et al., 2019; Basile
et al., 2019] have helped in evolving the state-of-the-art in
SA, such as classification systems based on lexicon [Junior
et al., 2021] and Recurrent Neural Networks (Convolutional
Neural Networks and Long Short Term Memory (LSTM)
with static word embeddings are the most common choice).

Recent advances in Deep Learning (DL) have led to break-
throughs in many NLP tasks, and sentiment analysis is one
of them [Peters et al., 2018; Devlin et al., 2018; Clark et al.,
2020; dos Santos Neto et al., 2020]. Bidirectional Encoder
Representations from Transformers (BERT) is designed to
pre-train deep bidirectional representations from the unla-
beled text by jointly conditioning on both left and right, as
well as proper contexts in all layers [Devlin et al., 2018]. As
a result, the pre-trained BERT model can be fine-tuned with
just one additional output layer to create state-of-the-art mod-
els for a wide range of tasks, such as Whatsapp sentiment
analysis. This is the transfer learning concept, in which the
fine-tuning phase involves copying the weights from a pre-
trained network and tuning them on the downstream task. In
the other words, the language model is learned from a large
dataset (unlabeled), and this knowledge is transferred to be
adjusted with a labeled dataset (much smaller than the first).

Transfer learning leverages data from distinct domains to
train a model with better generalization properties. BERT
adopts a fine-tuning approach that requires almost no spe-
cific architecture for the end task. This is a desirable prop-
erty because an intelligent agent should minimize the use of
prior human knowledge in the model design. Hence, BERT
is one of the critical innovations in the recent development
of contextualized representation learning.

3.2 Frequent Itemset Mining and Association
Rules

Frequent pattern mining searches for recurring relationships
in a given data set. This section introduces the basic con-
cepts of frequent pattern mining to discover interesting as-
sociations and correlations between a set of items (itemset)
in transactional datasets. We explain how we use these
concepts to derive relations between user sentiment and the
amount of traffic data in section 4.4.
Let I = {i1, i2, · · · , i|I|} be a set of possible items and

T = {T1, T2, · · · , TT } be a multiset1 of transactions were
each transaction T in T is a non-empty subset of I . In the
context of association rule mining, a set of items is usually
referred to as itemset [Han et al., 2012], and from now on,
we use this term in this article. Thus, each T in T is an item
set. Each transaction T is uniquely identified by a tid. A
transaction T is said to contain an itemset X if X ⊆ T . The
list of transactions that contain a given itemset X is called
tidlist of X and is denoted as LT (X) [Veloso et al., 2002].
The support s(X) of an itemset X is the ratio between the

number of transactions in T that contain X and the number
of transactions in T , i.e.

s(X) = |LT (X)|
|T |

. (1)

An itemset X is a frequent itemset if s(X) is greater
or equal to a user-specified minimum support threshold
(minsup) [?].
An association rule is an implication of the form X → Y ,

where X, Y ⊂ I , and X ∩ Y = ∅ [?]. X is referred to as the
antecedent itemset of the association rule X → Y , while Y
is the consequent itemset. The support s(X → Y ) of a rule
X → Y is defined as:

s(X → Y ) = s(X ∪ Y ), (2)

i.e., the number of transactions in T containing the itemset
X ∪ Y , which is equivalent to the joint probability of X and
Y . The confidence c(X → Y ) of a rule X → Y is defined
as:

c(X → Y ) = s(X ∪ Y )
s(X)

(3)

1Multiset is a modification of the concept of a set that, allows for mul-
tiple instances for each of its elements.
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which corresponds to the conditional probability of Y given
X .
An association rule r is said to be strong if s(r) ≥ minsup

and c(r) ≥ minconf , where minsup is the minimum sup-
port threshold and minconf is the minimum confidence
threshold [Han et al., 2012]. Equation 3 shows that the confi-
dence of rule X → Y can be easily derived from the support
of X and X ∪ Y . Once the support counts of X , Y , and
X ∪ Y are found, it is straightforward to derive the corre-
sponding association rules X → Y and Y → X and check
whether they are strong. Thus, the problem of mining strong
association rules depends on that of finding frequent itemsets.
For this reason, association rule mining, in general, involves
two steps: 1 - mining frequent itemsets and 2 - mining associ-
ation rules from the frequent itemsets. In this work, we used
the Orange software2 for mining both the frequent itemsets
and the strong association rules on our dataset.

4 Characterization of theMobile User
Profile

This section describes the proposal and the assessment of
the characterization of the mobile user profiles. To this end,
wireless andmobile network usage andmessages fromWhat-
sApp were collected. Frequent Item-Set Pattern Mining and
Association Rules techniques are used to recognize patterns
in stored data, thus defining profiles ofmobile users and seek-
ing to verify whether there is a correlation between senti-
ments of mobile users and the amount of traffic they demand
on the network. Figure 1 summarizes our methodology taken
to characterize the profiles of mobile users.
Our methodology consists of the following steps:

1. To build a collection of WhatsApp messages collected
from WhatsApp private groups in order to train a senti-
ment classifier (Sub-section 4.1);

2. To train the classifier in the collection of WhatsApp
messages and to assess its effectiveness (Sub-section
4.2);

3. To collect the mobile users network usage (data traffic
consumption, date, time, user id) (Sub-section 4.3);

4. To collect WhatsApp messages frommobile users (Sub-
section 4.3) and to apply the classifier trained in step
2 to label the WhatsApp messages from the individual
and private chats according to the sentiment they con-
vey (Sub-section 4.4);

5. To generate a set of transactions by combining user sen-
timent derived from the classifier with normalized mo-
bile user data (Sub-section 4.4);

6. To mine information to characterize the profiles of the
mobile user using association rule (Sub-section 4.5).

These steps are described in detail in the following subsec-
tions.

2https://orangedatamining.com/

4.1 Building a Training Corpus for Sentiment
Classification

Our methodology’s first step consists of obtaining a train-
ing corpus of WhatsApp messages. We chose messages
from WhatsApp because it is the most popular global mo-
bile messenger application of the world and one of the three
most popular social networks worldwide [Clement, J., 2019].
It offers advantages in the analysis of sentiments as it is
mainly employed to communicate with closer ties compared
to more public platforms such as Facebook, Twitter, and In-
stagram [Karapanos et al., 2016]. When people send a spe-
cific message to an individual or group of closest people
more privately, they are looking to communicate something
meaningful, genuine, tangible, and personal to the recipient,
e.g., a sentiment. Moreover, WhatsApp is much more tem-
poral since Facebook, Twitter, and Instagram are designed
to foster an image or promote a thing of the person, their
group, or their brand, whatever/whenever the person is post-
ing. Hence, the sentiment classification on WhatsApp can
pick up the current and most accurate sentiment of the mo-
bile user. Therefore, this can benefit the characterization of
the mobile user profiles based on sentiment attributes.
To derive a sentiment classifier for WhatsApp messages,

we first needed to build a collection of messages from that
mobile application to work as a training corpus. The con-
struction of this collection was necessary since Sentiment
Analysis in WhatsApp is not widespread in literature [Joshi,
2019; Rupavathy et al., 2018] and, to the best of our knowl-
edge, there is no corpus with WhatsApp sentences in Por-
tuguese labeled with sentiment polarity that we could use as
the training set.
Most of the existing investigations about sentiment analy-

sis in WhatsApp show datasets that have more extreme sen-
timents rather than neutral, which suggests the polarized na-
ture of theWhatsApp chat [Joshi, 2019; Resende et al., 2019;
Jain et al., 2019; Dahiya et al., 2020]. Therefore, this work
takes only into consideration positive and negative sentiment
classes.
We built our training corpus from private group chats with

many people, thus allowing more sentence diversity. Ap-
proximately six thousand (6,000) messages from the What-
sApp groups were randomly selected to compose our train-
ing corpus. There are two types of volunteers in this work,
namely volunteer mobile users and volunteer annotators.
The former are volunteers who participate in the experiment
about definition of mobile user profiles, the latter participate
as corpus annotators. Besides, there is no overlapping be-
tween these types of volunteer sets. In the first moment, three
volunteer annotators manually labeled the same messages
as positive (4,450 messages) or negative (1,550 messages)
of the training corpus. With the labeled data in hand, the
labels with two-out-of-three annotators in agreement were
kept (tiebreaker criteria). In addition, 500 different messages
were used as the test corpus in the second moment. The
same volunteer annotators of the training corpus manually la-
beled the test corpus (obtaining a total of 177 and 323 as neg-
ative and positive classes, respectively). Furthermore, the
messages of the test corpus are distinct from those of the
training corpus and were also written by distinct volunteers.



Characterization of the Mobile User Profile Based on Sentiments and Network Usage Attributes Morais et al. 2022

Table 1. Examples of WhatsApp Messages
Messages Class
Dá pra ver a irmã dele chorando tadinha. (You can see his sister crying.) Negative
Palavra abençoada. (Blessed word.) Positive
Tenho uma entrevista hj a tarde, mas comecei a estudar. (I have an interview today, but I started studying) Positive
Pensei que você já tinha visto desculpas. (I thought you had already seen, sorry). Negative

The resultingKappawas 0.9140 [Krippendorff, 2011], which
means the labeling has a high concordance between the an-
notators.
Table 1 lists some examples of labeled sentences.

4.2 Deep Neural Training/Test based on
Transfer Learning

Most top-performing submissions to SemEval 2020 Tasks3
[Hossain et al., 2020; Sharma et al., 2020; Patwa et al., 2020]
about humour and sentiment classification adopted a pre-
trained language model such as BERT [Devlin et al., 2018],
RoBERTa [Liu et al., 2019], XLNET [Yang et al., 2020]
and ALBERT [Lan et al., 2020] models, and then fine-tune
on the training set of the task. We adopted a similar ap-
proach to derive our sentiment classifier. However, since
our training set and the messages to be classified are written
in Portuguese, we used a BERT version pre-trained for the
Portuguese language [Souza et al., 2019]. This is the only
transformer-based model pre-trained exclusively for the Por-
tuguese language on a large dataset publicly released. It was
pre-trained on the Brazilian Web as Corpus dataset (BrWaC)
[Wagner Filho et al., 2018], a dataset composed of 2.7 bil-
lion tokens, which were crawled and filtered from more than
60 million Brazilian Portuguese pages. We fine-tuned this
version of BERT using the training corpus we obtained as
described in Section 4.1.
In order to evaluate the effectiveness of our BERT-based

classifier, we used the test corpus described in previous sub-
section. The sentiment classifier achieves high values in all
effectiveness measures that are usually employed in deep
learning of sentiment analysis, such as Overall Accuracy
(87%), Precision (85%), Recall (86%), and F1-Score (86%).
With more details for the negative class, we achieved a Pre-
cision of 80%, a Recall of 84%, and an F1-Score of 82%,
while, for the positive class, a Precision of 91%, a Recall of
88%, and an F1-Score of 90%.
Figures 2(a) and 2(b) show that the most number of sen-

tences have approximately 0 to 50 characters for the Train-
ing Corpus and Testing Corpus. Hence, the WhatsApp sen-
tences are mostly short; they are more challenging than Twit-
ter messages. For instance, the average sentence size was 23
characters for the Training Corpus, which is smaller than the
average sentence length of tweets (i.e., 53 characters after
changing characters to the limit [Boot et al., 2019]).

4.3 Setup for Data Gathering of Mobile User
Profiles

Figure 3 represents an overview of the cloud infrastruc-
ture scenario. This scenario was deployed to characterize

3https://alt.qcri.org/semeval2020/

user-profiles and correlate user sentiment with wireless net-
work usage data. The cloud infrastructure was implemented
through the Internet to collect network usage data. Each par-
ticipant installed an application on his/her smartphone to con-
nect to the created network and have the data collected. Thus,
this scenario allows more mobility for the volunteers who
participate in the research since it eliminates the need for a
single fixed wireless access infrastructure. Therefore, this
scenario allows data collection to happen anywhere and any-
time, making data collection easier.
Each volunteer user installed the Drony4 application on

his/her smartphone. This application is a proxy client that
performs Internet access from the volunteer’s smartphone
with an Internet outbound server located in the cloud, which
was configured on the Google Cloud Platform5. The Squid
Proxy 106 solution was implemented to collect access data.
It is worth noting that this server does not store any informa-
tion that identifies the volunteer in order to guarantee data
privacy. All data that somehow identified the volunteer were
discarded after processing the information, such as spread-
sheets that linked the volunteers’ emails with the identifier of
a user. The server only generates internet access logs contain-
ing: Date, Hour, User ID (User about whom the information
was collected), Network Usage in bytes (download+upload)
for an one-hour period.
Table 2 shows the statistics of the collected data in the

cloud infrastructure scenario. The numbers elucidate the to-
tal collecting time and the number of participants and quan-
tify the collected information.

Table 2. Data collected in the Cloud Infrastructure Scenario.

Description Quantity
Participants 27
Collecting time 3 months
Number of WhatsApp collected sentences 162314

It is worth mentioning that WhatsApp messages are not
stored on servers as well as there is end-to-end encryption
when these messages are transmitted/received so that What-
sApp and third parties cannot read them anyway. Therefore,
we collected the WhatsApp messages directly from people
that voluntarily agreed to participate in the research.
This work is supported by a research project submitted,

evaluated, and approved by the Federal University of Goiás
ethics committee to allow volunteer involvement. The vol-
unteer participants in this research authorized the use of the
WhatsApp messages by signing the consent term, which de-
fined the rights and duties of volunteers and researchers.

4https://play.google.com/store/apps/details?id=org.sandroproxy.drony
5https://cloud.google.com/
6http://www.squid-cache.org/

https://alt.qcri.org/semeval2020/
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Figure 3. Overview of the Cloud Infrastructure Scenario.

Nevertheless, this term establishes that the WhatsApp mes-
sages must not be, under no circumstances, publicly released
to preserve the volunteer’s privacy. In a perfect scenario for
data collection, it would be desirable that the volunteers did
not know that they were being monitored. However, using
material collected from social media and mobile messenger
chats entails a number of legal obligations and complex ques-
tions of research ethics. Among the researchers’ obligations
are informing the research objective (defining user profiling)
to the participants and collecting the user’s acceptance. How-
ever, we did not inform volunteers that we would use their
WhatsApp messages for sentiment analysis. Therefore, we
believe it can not influence the message sentiment.

WhatsApp messages from individual and closed chats and
network usage on the wireless network were collected from
27 participants/volunteers. It is worth mentioning that the
majority of participants are young university students. It is
important to stress that no information identifying the user
is stored to mitigate data privacy issues. All data that some-
how identified the participating users were discarded after
processing.

4.4 Dataset Generation
A two-phase process was conducted to derive the dataset,
whichwas used to analyze the correlation between users’ sen-
timent and their network consumption. In the first phase, we
derive an initial dataset. The initial dataset consists of two
different auxiliary datasets, which were generated to charac-
terize the user profiles. The first one contains the sentiment
from the WhatsApp corpus described previously. The sec-
ond one contains the network usage collected from the mo-
bile user devices. In the second phase, we conduct a normal-
ization process over the initial dataset, generating the final
dataset effectively used in the correlation analysis.

Phase-one: data harvesting and integration

We set up the cloud infrastructure (Figure 3) and collected
data about the network usage of all volunteer users for the
entire collection period. We also collected the individual and
private WhatsApp chats sent by the volunteers (to a specific
email address) during this period since this kind of What-
sApp chat increases the chances of people communicating a
genuine and tangible sentiment [Karapanos et al., 2016]. We
joined the data from two auxiliary datasets (network usage
and Whatsapp message collection) as follows:
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• The data traffic consumption (network usage) is col-
lected (step 1) and stored (step 2), summing up data
download and upload (Megabytes) in both Wi-Fi and
LTE network interfaces for a one-hour period.

• Each message was submitted to the BERT model sen-
timent analysis described previously, and the model’s
output label (positive or negative) is assigned to themes-
sage (step 3).

• A global sentiment label is assigned to the user for each
hour by choosing the most frequent sentiment label of
messages sent by her/him in the one-hour period. For in-
stance, suppose that on the day 2019/10/10, in the one
hour starting at 12:00, User15 sent 20 messages. If the
majority of the messages (15 messages) were labeled
as negative by the sentiment classifier based on trans-
fer learning in this period of time, then a transaction is
created in the initial dataset for User15 with a negative
label in the one hour as shown in the first line of Table 3.

• A single user id is employed for every user, such as
User15 or User8, to collect and to store WhatsApp mes-
sages in corpus and network usage in the traffic con-
sumption dataset for that specific user. The data traffic
consumption and the global sentiment label of a volun-
teer were gathered in the same transaction combining
the records with the same value of user-id, hour, and
day fields from both auxiliary datasets (step 4). Hence,
the association betweenWhatsApp messages and users’
traffic consumption for the initial dataset generation is
based on the user id, date, and hour fields.

Table 3. Concatenated file with sentiment and mobile user network
usage in the initial dataset.
Date Hour User ID Network usage Sentiment
2019/10/10 12 PM User15 9873 Negative
2019/10/10 12 PM User8 348654 Positive

Phase-two: data normalization

The initial dataset obtained at the end of phase one is used
as input in this phase. This normalization phase was adopted
because it can improve the quality of the data and, conse-
quently, the results of the Frequent Item-Set Pattern Mining
and Association Rules. Normalization aims to adjust values
measured on different scales to a notionally common scale,
thus decreasing the granularity of the data to increase the ef-
ficiency of the Association Rules algorithms [Malik et al.,
2010]. The normalization of each transaction of the initial
dataset was conducted as follows:

1. The date field was converted to a weekday/weekend:
Sunday, Monday, Tuesday, Wednesday, Thursday, Fri-
day, and Saturday. For example, the date 2019/6/2 has
been converted to Wednesday.

2. The field corresponding to the one hour was converted
to a period of the day7: Morning, Afternoon, and Night,
as follows:

7We discarded the messages and information about network usage in
the period between 12 PM and 5 PM due to the shallow user activity in this
period.

• Morning - Greater than or equal to 5 AM and less
than 12 AM;

• Afternoon - Greater than or equal to 12 AM and
less than or equal to 6 PM;

• Night - Greater than 6 PM and less than 12 PM.
3. The data traffic consumption attribute was normalized

using the following steps. First, all records were or-
dered, considering the ascending order value of the at-
tribute [Hautamaki et al., 2004]. Next, the records were
divided into two equal parts, where the record that sep-
arated these two parts contained a value equal to 558
Megabytes (Mb) so that the value that was greater than
or equal to 558 Mb would be normalized to high value
and smaller normalized to a low value.

Table 4 shows some transactions of the initial dataset and
how their fields were normalized and transformed in the
fields of the corresponding transactions of the final dataset.
As shown in Table 4, each transaction output by the nor-
malization phase is a tuple from W × P × U × C × S,
where W corresponds to the set of names for the days of
the week, P = {Morning, Afternoon, Night}, U is set
of volunteers in our experiment, C = {low, high} and
S = {positive, negative}. Thus, in our case, the set of
items I = W ∪ P ∪ U ∪ C ∪ S.

Table 4. Example of output of the normalization phase (Final
Dataset).
Day of Week Period User ID Network usage Sentiment
Thursday Afternoon User15 Low Negative
Thursday Afternoon User8 Low Positive

4.5 Dataset Analyses
The statistic is a practical, efficient, and straightforward ap-
proach for user profiling [Zhao et al., 2019]. Besides, as
there is no knowledge about the relationship between sen-
timent and network usage attributes, we employ descriptive
and non-parametric statistics to characterize the user profiles
as well as an algorithm for frequent itemset mining based on
Association Rules, which is also based on statistics of ana-
lyzed attributes.

Overall Dataset Analysis

First of all, we used the Pearson Chi-square test for statisti-
cal independence to verify if user sentiment and the intensity
of network usage are two independent events. The Pearson
Chi-square test for independence determines whether there
is a statistical significant difference (i.e., a difference that is
probably not just due to chance) between the expected fre-
quencies and the observed frequencies in one or more cate-
gories [Zhai et al., 2018]. The null hypothesis for this test is
that the occurrence of two events is statistically independent.
Thus, if the test fails to demonstrate the null hypothesis, we
can conclude that both events are related to each other, al-
though the structure of this relation is not revealed by the
test.
Table 5 some statistics for the two attributes of interest

(sentiment and network usage) in our dataset. The left most
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Figure 4. Comparative number of rules
x confidence values. Figure 5. Comparative of confidence x support.

value in each cell is the actual count. The values in parenthe-
ses show the expected counts. The values in square brack-
ets show the Chi-square value for each cell. The Total row
shows the column totals for the observed values, and the To-
tal column shows the row totals for the observed values.

Table 5. Chi-square test for sentiment and network usage attributes.
Data/Sentiments Positive Negative Total
High 1191 (981.61) [44.67] 205 (414.39) [105.81] 1396
Low 235 (444.39) [98.66] 397 (187.61) [233.71] 632
Total 1426 602 2028

Equation 4 presents the formula for calculating the Chi-
squared value for the dataset, which is the sum of the Chi-
square values in the cells. The Chi-square value in each
cell is the square of the difference between the observed fre-
quency (fo) and the expected frequency (fe) divided by fe.

χ2 =
n∑

k=1

(fo − fe)2

fe
(4)

We obtained the critical value from the Chi-square distri-
bution based on the degrees of freedom and on the signifi-
cance level. The critical value is the one expected if the two
variables are independent. In our case the degree of freedom
equals to one ((r −1)(c−1)), where r and c are, the number
of rows and the number of columns in Table 5, respectively.
The significance level α is 0.05. Thus, the critical value in
the Chi-square distribution is 3.841. The Chi-square value
χ2 for our dataset is 482.8539, which is much greater than
the critical value (3.841). Hence, there is a statistical sig-
nificant difference between the frequencies, discarding the
hypothesis that the sentiment and the network usage are two
independent events. Thus, there is a relation between senti-
ment and network usage.
In other to further investigate the strength of the relation

between sentiment and network usage in our dataset, we ap-
plied The FP-Growth algorithm on the the entire normalized
dataset. This dataset is the final file in the format exempli-
fied in Table 4. We used the the FP-Growth algorithm imple-
mented in the Orange framework8.

8https://orange.biolab.si

Figure 4 shows the graph comparing the number of rules
with values of confidence. The entered values in the variable
confidence are 50%, 60%, 70%, 80%, 90% and 100%, gen-
erating 652, 341, 179, 22, 16 and 3 rules, respectively. It is
observed that from 80% there is a drop in the number of rules,
below 30.
Figure 5 presents the comparative graph showing all gener-

ated rules with the confidence of 50% or more and support of
0.05 or more. It is observed that the highest density of rules is
obtained for support values between 0.05 and 0.1. The rules
with confidence above 80% and support close to 0.6 present
the sentiment positive as antecedent and high network usage
as consequent.
Table 6 shows the rules with the most significant values

of confidence and support. The rule positive → high has
support equal to 0.59, meaning that sentiment positive co-
occurs with high network usage in almost 60% of the records
of the dataset. The confidence value is 83% which means
that in the records where positive sentiment occurs, 83%
of them also have high network usage. On the other hand,
the rule negative → low has support equal to 0.19, which
means that negative sentiment and low network usage co-
occur in almost 20% of the dataset records. Also, in 66% of
the records where the negative sentiment occurs, the low net-
work usage also occurs. These values show a strong relation
between positive sentiment and high network usage and a
non-negligible relation between negative sentiment and low
network usage.

Table 6. Rules with greatest Support and Confidence
Antecedent Consequent Support Confidence
Sentiment=Positive Network=High 0.59 83%
Sentiment=Negative Network=Low 0.19 66%

4.5.1 *User Profile Analysis

In other to determine the user profiles considering both sen-
timent detected in WhatsApp messages and network usage,
we applied the FP-Growth algorithm to the dataset records
of each individual user. We also computed for each user the
percentage of each attribute (sentiment type and intensity of
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network usage). We only consider association rules with sup-
port greater or equal to 0.05 and confidence equal or greater
than 50%.
The generated association rules allowed to identify three

user groups. The first group is shown in Table 7 and con-
tains 55.6% of the total users. The percentage columns in the
Table show high values of both positive sentiment and high
network usage. Also, there is a predominance of rules with
high confidence and high support that involve the attributes
of positive sentiment and high network usage, which shows a
strong relation between positive sentiment and high network
usage. Another aspect that characterizes users in this group
is that in spite of the percentages of both negative sentiment
and low network activity being low, they are similar to each
other for most users and the confidence of rules formed by
these two components are high (always above or equal 60%)
which shows that there is also a strong relation of the nega-
tive sentiment and low network usage in this group, when-
ever they occur. We also computed the Chi-square test for
statistical independence on the first group, obtaining a value
of 403.31 (See Table 10 in the Appendix ) which is much
greater than the critical value (3.841).
The second group of users is shown in Table 8 and is com-

posed of 25.9% of the users. As occurs in the first group,
users in this group are characterized by the rule positive →
high with both high support and high confidence values for
most of users. In fact, the rules of type positive→ high in the
second group present confidence and support values superior
to those of the same type on the first group of users. How-
ever, contrary to the first group, both the relations between
negative sentiment and any aspect of network usage and the
relations between low network usage and any sentiment type
are inconclusive. They do not present high support nor high
confidence. Also, the number of occurrence of both negative
sentiment and low network usage are smaller among users of
the second group. Thus, we can say that users in the second
group present strong relation between positive sentiment and
high network usage. The Chi-square value for this group (see
Table 11 in the Appendix) is 37.2375 which is still high, but
smaller than that in the first group.
The third group of users is shown in Table 8 and it is

composed of 18.5% of the users in the dataset. User senti-
ment is still correlated with network usage in the third group,
since the Chi-square value for this group is 6.671, and con-
sequently superior to the critical value. However, the Chi-
square value is much smaller then in the two first groups.
Also, the proportion of records with negative sentiment in
the third group is similar to those in the first group but, con-
trary to the first group the negative sentiment is associated to
high network usage. In fact, the proportion of records with
low network usage is very small for most users in the third
group. Thus, users in the third group tend to be characterized
by a high network usage and this usage is much less related
to sentiment than in the other first two groups. Thus, we can
conclude that despite sentiment and network usage being cor-
related in the third group, the strength of this relation is the
weakest when compared to the other two groups.
he analysis of the three mobile user groups showed a

strong relation between user sentiment and network usage
in the first two groups which correspond to 81.5% of the

users. Thus, we can conclude that sentiment captured from
WhatsApp messages is an important feature to characterize
network usage. In our case, three distinct user profiles were
identified, each corresponding to one of the three group dis-
cussed above.
Many aspects of the next generation of wireless and mo-

bile networks can be optimized with these mobile user pro-
files inferred in this work, such as spectrum demand, an-
tenna placement, and cache pre-fetching by forecasting traf-
fic demand according to the sentiment of most users [Wang
et al., 2014;Wei et al., 2014; Cho et al., 2014; Srinivasan and
Murthy, 2019]. Therefore, network softwarization technolo-
gies can better allocate and manage the network resources
through a decision support system aware of the user profiles,
making available only resources that will be used. This will
free surplus resources, opening the possibility of eliminating
the existence of idle resources and providing better planning
of how and where these resources will be consumed.
MNOs can be aware of the evolution of their users’ behav-

ior that will most be related to the resource demand, which
helps allocate its investments and deployments more dynam-
ically, improving both CAPEX (CAPital EXpenditures) and
OPEX (OPerating EXpenditures). Furthermore, this enables
a better distribution of resources to where they are used the
most and thus prioritizing specific users. Hence, based on
this knowledge, stochastic optimization models for the net-
work can be proposed, which is based on the degree of cer-
tainty (confidence and support values of frequent item-set
mining patterns). Therefore, the networks can be optimized
as a whole, providing a better quality of service to its users
once they understand their needs more precisely.
The dynamic spectrum allocation needs a short period to

make decisions. The spectrum allocation service can make
a scheduler based on statistical information (confidence) for
short or long periods. Thus, if the spectrum scheduler made
decisions taking into account mobile users’ profiles defined
in this research work as being sentiment and consumed traf-
fic, the network could offer an optimized and personalized
service to its users. Based on the stochastic optimization
that takes advantage of the knowledge of profiles, the sched-
uler can predict who demands high/low traffic during day
periods (Morning, Afternoon, and Night), and it would be
possible to distribute the spectrum band to a group of users
in shorter periods (1 hour or period of the day) [Hayashida
et al., 2019; Srinivasan and Murthy, 2019]. The proposed
time duration for defining/updating the user profiles in this
work is one hour. This process considers the collection of
texts, collection of data on network usage, classification of
user sentiment, and definition of profiles.

5 Conclusions and Future works
One of the most significant challenges of next-generation
wireless and mobile networks is maintaining quality and user
satisfaction while providing personalized services, consider-
ing the growth in the number of devices and applications
with different performance requirements. In this context, the
present work inferred knowledge about human behavior that
is related to the use of the network, defining mobile user pro-
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Table 7. Rules per User in the First Group of Mobile Users.

User Antec. Conse. Sup. Conf. Pos.(%) Neg.(%) High.(%) Low.(%)

user1 Positive High 0.51 0.79 67 33 64 36Negative Low 0.20 0.60

user2 Positive High 0.39 0.84 61 39 47 53Negative Low 0.31 0.81

user8 Positive High 0.68 0.97 69 31 79 21Low Negative 0.20 0.92

user10 Positive High 0.50 0.81 66 34 63 37Negative Low 0.23 0.66

user11 Positive High 0.68 0.93 73 27 79 21Low Negative 0.16 0.77

user15 Positive High 0.61 0.95 73 27 65 35Negative Low 0.24 0.88

user21 Positive High 0.56 0.89 65 35 77 23Low Negative 0.16 0.71

user32 Positive High 0.50 0.80 67 33 67 33Negative Low 0.25 0.66

user34 Positive High 0.40 0.72 52 48 57 43Low Negative 0.30 0.66

user36 Positive High 0.82 1.00 82 18 91 9Low Negative 0.07 1.00

user37 Positive High 0.55 0.88 63 37 68 32Low Negative 0.25 0.76

user46 Positive High 0.68 0.91 76 24 79 21Low Negative 0.15 0.71

user50 Negative Low 0.36 0.92 61 39 41 59High Positive 0.37 0.92

user53 Positive High 0.47 0.95 69 31 51 49Negative Low 0.29 0.92

user54 Positive High 0.62 0.92 75 25 69 31Negative Low 0.20 0.78

Table 8. Rules per User in the Second Group of Mobile Users.

User Antec. Conse. Sup. Conf. Pos.(%) Neg.(%) High.(%) Low.(%)
user3 Positive High 0.88 0.97 91 9 95 5
user5 Positive High 1.00 1.00 100 0 100 0
user14 Positive High 1.00 1.00 100 0 100 0
user19 Positive High 0.78 0.94 84 16 85 15
user29 Positive High 0.79 0.98 82 18 97 3
user33 Positive High 0.63 0.89 71 29 84 16
user39 Positive High 0.75 0.90 85 15 85 15
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Table 9. Rules per User in the Third Group of Mobile Users.

User Antec. Conse. Sup. Conf. Pos.(%) Neg.(%) High.(%) Low.(%)
user12 Positive High 0.33 1.00 50 50 100 0Negative High 0.66 1.00
user13 Positive High 0.57 0.88 60 40 73 27Negative High 0.21 0.60

Low Negative 0.14 0.67
user16 Positive High 0.84 1.00 85 15 96 4Negative High 0.11 0.75

***Negative ***Low 0.03 1.00
user52 Positive High 0.81 0.93

87 13 95 5Negative High 0.13 1.00
Low Positive 0.05 1.00

user55 Positive High 0.80 1.00 83 17 100 0Negative High 0.20 1.00

files. The softwarization technologies and stochastic/linear
optimizationmodels can apply this knowledge tomanage bet-
ter the services and resources of next-generation mobile and
wireless network services, such as spectrum allocation and
caching.
Related works that consider human behavior sentiment

analysis as an attribute for optimizing wireless and mobile
networks are scarce. These few studies that evaluate the sen-
timent analysis in the user profile are very superficial. The
main research question was to characterize user profiles, cor-
relating the user’s sentiment with network usage data: can
the user’s sentiment be related to network data traffic? A data
analysis methodology based on statistic methods and the FP-
Growth pattern mining algorithm was developed to validate
the hypothesis mentioned above for user profiling.
The results of the chi-square test and FP-Growth for fre-

quent mining items and association rules for most users show
that the dependence between sentiment and network usage is
very high for more than 81.5% of the users. Furthermore,
three mobile user profiles were inferred. The first group is
formed by users whose positive sentiment is strong related to
high network usage, and negative sentiment is strong related
to low network usage. The second group is characterized by
users for whom the positive sentiment is strongly related to
high network usage, but the association rules were inconclu-
sive about the relation between the negative sentiment and
low network usage. The third group is composed by user
who use the network intensively but for whom sentiment is
only loosely related to network usage. However, this group
corresponds to a minority (18.5%) of the users.
When analyzing the obtained results, it can be considered

that the research hypothesis is confirmed. The user’s senti-
ments is related to the demand for network traffic. However,
it is important to highlight that the statistical tools we used
are not sufficient to determine any causal relation between
sentiment and network usage.
As future work, we intend to develop stochastic optimiza-

tion models for decision support systems of dynamic spec-
trum allocation as well as for caching recommender systems
that will take into account the inferred user profiles in this

work (sentiment x network usage).

Appendix

Table 10. Chi-square test for sentiment and network usage at-
tributes for the first group of users. The sum of Chis-square values
equals to 403.31 which is superior to the critical value (3.841).
Data/Sentiments Positive Negative Total
High 895 (711.76) [47.17] 157 (340.24) [98.69] 1052
Low 220 (403.24) [83.27] 376 (192.76) [174.19] 596
Total 1115 533 1648

Table 11. Chi-square test for sentiment and network usage at-
tributes for the second group of users. The sum of Chis-square val-
ues equals to 37.2375 which is superior to the critical value (3.841).
Data/Sentiments Positive Negative Total
High 226 (214.12) [0.66] 34 (45.88) [3.08] 260
Low 12 (23.88) [5.91] 17 (5.12) [27.59] 29
Total 238 51 289

Table 12. Chi-square test for sentiment and network usage at-
tributes for the third group of users. The sum of Chis-square values
equals to 6.6715 is superior to the critical value (3.841).
Data/Sentiments Positive Negative Total
High 70 (67.38) [0.10] 14 (16.62) [0.41] 84
Low 3 (5.62) [1.22] 4 (1.38) [4.94] 7
Total 73 18 91
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