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Abstract—Measuring the semantic relatedness between words or terms plays an important role in many domains 
such as linguistics and artificial intelligence. Although this topic has been widely explored in the literature, most 
efforts focused on the English text, while little has been done to measure the similarity between Arabic terms. A 
growing number of semantic relatedness measures have relied on an underlying background knowledge such as 
Wikipedia. They often map terms to Wikipedia concepts, and then use the content or hyperlink structure of the 
corresponding Wikipedia articles to estimate the similarity between terms. However, existing approaches mostly 
focused on the English version of Wikipedia, while limited work has been done on the Arabic version. This work 
proposes an approach that takes advantage of Wikipedia features to measure the relationship between Arabic terms. 
It exploits two types of relations to gain rich features for the similarity measure, which are: the context-based 
relation and the category-based relation. The context-based relation is measured based on the intersection between 
incoming links of Wikipedia articles, while the category-based relation is measured by utilizing the taxonomy of 
Wikipedia categories. The proposed approach was evaluated based on a translated version of the WordSimilarity-
353 benchmark dataset. The results show that our approach generally outperforms several approaches in the 
literature that use the same dataset in English. However, the poor structure and content of the Arabic version of 
Wikipedia compared to the English version has resulted in several incorrect similarity scores. 

Index Terms—Semantic relatedness, Arabic text, Wikipedia, Text Similarity.  

 

I INTRODUCTION

Measuring semantic relatedness between terms is an im-

portant issue in natural language processing, and is used in 

many application areas such as information extraction and re-

trieval, text summarization, document classification and clus-

tering, and question answering. Terms can be related either 

lexically or semantically: Terms have a lexical relevance if 

they have a similar sequence of characters such as ‘underes-

timate’ and ‘understand’ or ‘withhold’ and ‘withdraw’. Terms 

have semantic relatedness when they are frequently used in 

the same context. For example, “job” and “money” are se-

mantically related even though they are not lexically related 

[1, 2].  

Lexical relatedness is often calculated by using String-

Based Algorithms (SBA), which are based on string se-

quences and character composition to determine if two strings 

are similar or not. Semantic relatedness is often measured us-

ing Corpus-Based (CBA) and Knowledge-Based algorithms 

(KBA). CBA is based on information gained from large cor-

pora to calculate similarity between terms, while KBA uses 

information derived from semantic networks [2]. Humans de-

pend on a huge amount of background knowledge in analyz-

ing the meanings of terms. Therefore, any automated attempt 

to calculate the semantic relatedness between terms should be 

based on external sources of knowledge [3]. 

Wikipedia today represents one of the largest sources of 

knowledge and covers a large number of knowledge domains. 

Due to this importance and popularity, many works have ex-

ploited Wikipedia as a knowledge source to measure the se-

mantic relatedness between terms. Some of these works have 

exploited the structure of Wikipedia articles such as catego-

ries, hyperlinks, and templates [4, 5]. Another line of works 

has attempted to measure similarity based on the natural lan-

guage processing of the textual content of Wikipedia articles 

[6-9]. The aforementioned works have focused solely on Eng-

lish text and used the English version of Wikipedia. To the 

best of our knowledge, few efforts have benefited from the 

Arabic version of Wikipedia to improve the contextual under-

standing of the Arabic text.  

In this work, we propose a Wikipedia-based approach for 

measuring the semantic relatedness between Arabic terms. 

Wikipedia is particularly selected as a knowledge source 
for our approach due to its large content and wide cover-
age of different domains of knowledge. This enables our 
approach to measure similarity between terms from differ-
ent domains of knowledge. Given any two Arabic terms, our 

approach should give a score that indicates the degree of sim-

ilarity between them. The proposed approach exploits the hy-

perlinks between Wikipedia articles and the taxonomy of cat-

egories to capture the semantic similarity between terms. The 

hyperlink structure is used to determine the context-based re-

lation between the articles that correspond to input terms. 
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Wikipedia categories are also used to group articles with sim-

ilar or related subjects together. The category graph of the Ar-

abic version of Wikipedia is constructed and analyzed to com-

pute the category-based relation between terms.  
The contributions of this work can be summarized as 

the following: 1) It presents an approach to measure the 
semantic relatedness between Arabic terms using the Wik-
ipedia’ hypertext structure and category graph. We pro-
vide the source code of the proposed approach through the 
following link: (https://github.com/BaselAlhaj/Seman-
ticRelatedness). 2) By comparing our approach with simi-
lar approaches that use the English version of Wikipedia, 
we can assess the reliability of the Arabic version of Wik-
ipedia as compared to the English version and inform the 
research community of the potential of Arabic Wikipedia 
for measuring relatedness between Arabic terms. 3) It pro-
vides a hands-on-experience in processing Wikipedia con-
tent to enable searching in and mapping to Wikipedia arti-
cles, as well as the construction of category graph to meas-
ure category-based relation. We believe that this will be of 
importance to practitioners and researchers who are inter-
ested in exploiting the Arabic version of Wikipedia.  

II RELATED WORKS 

A variety of semantic similarity methods have been pro-
posed in the literature, which can be generally classified 
into three main categories [10, 11]: 1) knowledge-based 
methods, and 2) corpus-based methods, 3) Deep learning 
methods. In what follows, we discuss these categories of 
similarity methods, and then review the related works on 
Arabic text similarity measures. 

 
A. Knowledge-based Semantic Similarity Methods 

Knowledge based semantic similarity methods estimate 
the similarity between terms based on the information ex-
tracted from background knowledge sources. These meth-
ods often rely on the structured representation offered by 
the background knowledge [12]. This structure often 
comes as a set of concepts connected with relations. Exam-
ples of knowledge sources widely used for similarity 
methods include WordNet, Wiktionary, Wikipedia, and 
BabelNet [13].  

Knowledge-based similarity methods can be classified 
according to the underlying principle into four categories 
[10]: edge-counting methods, feature-based methods,, con-
tent-based methods and hybrid methods.  Edge-based 
methods consider the underlying knowledge as a graph 
connecting concepts taxonomically and count the edges 
between terms to measure the similarity. The greater the 
distance between the terms, the less similar they are. In 
general, the limitation of edge counting methods is that the 
distance often fails to capture the similarity between terms. 

Feature-based methods calculate similarity as a func-
tion of properties of the terms based on the neighboring 
terms, or the different meanings of the term in the glossary 
[12]. For example, the Lesk measure [14] estimates the re-
latedness between two terms based on the overlap of their 

meanings in a background dictionary like WordNet. Jiang 
et al. [15] proposed an approach that measures the seman-
tic similarity using the glosses of concepts present in Wik-
ipedia. The main problem with feature-based methods is 
their dependency on the existence of semantic features, 
which are not always present in the background 
knowledge. 

Information content-based methods attempt to estimate 
the similarity between terms based on what is called the 
Information Content (IC) of the term. The IC of a term is 
defined as the information derived from the context where 
the term appears in. A high IC value indicates that the term 
is more specific and describes a topic with less ambiguity, 
while a lower IC means that the term is more abstract in 
meaning [16]. A numerous number of extensions have 
been proposed to measure the term’s IC by exploiting dif-
ferent features of the underlying structure of the back-
ground knowledge [17-19]. In this work, we use and eval-
uate two methods to calculate the IC value of a term based 
on the taxonomy of concepts in the Arabic Wikipedia. 

Hybrid knowledge-based methods combine various 
measures from the three categories aforementioned to bet-
ter capture the similarity between terms. For example, Goa 
et al. [20] proposed a method that uses three different strat-
egies that include the depths of all the terms in WordNet 
along with the path between the two terms, the depth of 
the least common subsumer of the terms, and the IC value 
of the terms. In general, knowledge-based measures are 
highly dependent on the richness, divergence, and recent-
ness of the underlying knowledge. 

 
B. Corpus-based Similarity Methods 

Corpus-based methods calculate the semantic similarity 
between terms using the information retrieved from large 
corpora. There is a wide variety of corpus-based tech-
niques for measuring the semantic similarity between 
texts. Latent Semantic Analysis (LSA) is one of the most 
popular and widely used corpus-based methods [21]. It is 
a statistical text analytics method that can uncover the con-
ceptual content within unstructured data by using Singu-
lar Value Decomposition (SVD). Several works have used 
LSA to measure similarity between terms [22, 23]. Hyper-
space Analogue to Language (HAL) is another corpus-
based method that captures the statistical dependencies 
between terms by considering their co-occurrences in a 
surrounding window of text [24, 25]. Word-Alignment 
models present another line of corpus-based methods that 
calculate the semantic similarity between sentences based 
on their alignment over a large corpus [26, 27]. Latent Di-
richlet Allocation (LDA) [28] is another technique that is 
widely used for topic modeling tasks, and it has the ad-
vantage of reduced dimensionality [29]. Normalised 
Google Distance (NGD) is another corpus-based measure 
of semantic similarity that is derived from the Google 
search engine. It is based on the assumption that two 
words are highly related if they occur together frequently 
on web pages [30]. Word-attention models [31, 32] are of 

https://github.com/BaselAlhaj/SemanticRelatedness
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the most recent and promising corpus-based methods that 
differ from traditional semantic similarity methods in that 
they can capture the importance of words from underlying 
corpora before calculating the semantic similarity.  
C. Deep Learning Methods 

Semantic similarity methods have recently exploited re-
cent developments in neural networks and deep learning 
techniques to enhance performance. Plenty of works pro-
posed methods to measure semantic similarity between 
terms by using Convolutional Neural Networks (CNN) 
[33, 34], Long Short Term Memory (LSTM) [35], Bidirec-
tional Long Short Term Memory (Bi-LSTM)[36], Recursive 
Tree LSTM [37], and Transformers [38]. Despite the great 
potential of deep learning methods, their main limitation 
is that they are computationally expensive and require 
large training sets to work effectively. In contrast, the ap-
proach proposed in this work is unsupervised, and thus 
does not require labelled data. 

 
D. Arabic Semantic Similarity Methods 

In the context of Arabic text, several works proposed 
methods to measure the similarity between documents [39, 
40], sentences [41-43] and words [44, 45]. However, most 
of these methods are based on word co-occurrences or 
word embeddings, which help more for capturing syntac-
tic rather than semantic similarity between words. Few 
methods tackled semantic techniques for Arabic text simi-
larity.  For example, Almarsoomi, et al. [44] used the meas-
ure proposed by Li et al. [46] to calculate the similarity be-
tween words by exploiting different attributes from the Ar-
abic WordNet. Froud et al. [45] measured the semantic 
similarity between two words by using the Latent Seman-
tic Analysis (LSA) model and demonstrated the difference 
between using stemming and light stemming in the pre-
processing phase.  

Recently, an increasing number of works have exploited 
the Arabic version of Wikipedia for different purposes in 
computer science. Some works use the structured-content 
of Wikipedia to construct ontologies [47, 48]. Others used 
Wikipedia features and hyperlink structure to build Ara-
bic-named entity corpora [49, 50] or for entity linking[50]. 
Wikipedia-based categories have been also used to sup-
port the classification of Arabic text [51], the open-domain 
text tagging [23], and the search query expansion [52]. This 
work adds to the previous knowledge by leveraging the 

Arabic Wikipedia to measure semantic relatedness be-
tween Arabic terms. 

III OVERVIEW OF THE PROPOSED APPROACH 

In general, our approach exploits the structure of Wik-
ipedia to measure two types of relations between terms, 
which are the context-based relation and the category-
based relation. The context-based relation estimates the re-
latedness between two terms based on the commonality 
between the corresponding articles in Wikipedia. In the 
context of Wikipedia, any two terms can be related if the 
corresponding articles share common links. In our ap-
proach, incoming links from articles are used to compute 
relatedness. The more incoming links shared between arti-
cles, the more related they are.  

The category-based relation depends on the categories 
that are used to classify Wikipedia articles. Wikipedia arti-
cles are categorized by using a taxonomy of predefined cat-
egories. If articles share same or related categories, via a 
child-parent relation for example, then these articles are 
likely to be related. 

Our approach combines both category-based and con-
text-based relations to estimate the relatedness between 
any two Wikipedia articles. intuitively, the relatedness be-
tween the articles denotes the relation between the terms 
representing them. Figure 1 depicts our approach for 
measuring the semantic relatedness between sample input 
terms A and B. The first step is to match the terms to the 
Wikipedia articles that best describe them. Then, both the 
context-based and the category-based relations between 
the two articles are measured. Several computations are 
performed at this phase to analyze the hyperlink and cate-
gory structures. The final relatedness score will be the av-
erage of the two relation scores mentioned above. 

IV CONTEXT-BASED RELATION 

The context-based relation between terms reflects how 
often these terms share contexts. Wikipedia articles contain 
many hyperlinks that refer to other articles. In our ap-
proach, we depend on incoming links to represent shared 
contexts between two articles. The greater the number of 
shared incoming links, the higher the context-based rela-
tion is. The context-based relation between them two Wik-

Figure 1. Measuring the semantic relatedness between terms by exploiting context-based and category-based relations 
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ipedia articles can be measured using the following equa-
tion from [3]: 

𝑐𝑜𝑛𝑡𝑒𝑥𝑡_𝑟𝑒𝑙(𝑎, 𝑏) = 1 − 
log(max(|𝐴|,|𝐵|))−log(|𝐴∩𝐵|)

log|𝑁|−log(min(|𝐴|,|𝐵|))
 (1) 

where 𝑎 and 𝑏 are any two articles from Wikipedia, 𝐴 and 
𝐵 are the sets of incoming links to 𝑎 and 𝑏 respectively. 𝑁 
is the total number of articles in Wikipedia. 

V CATEGORY-BASED RELATION 

Wikipedia provides many categories that are used in 
each article to determine its scope. Articles belonging to 
the same Wikipedia category are related. These categories 
are used in our approach to determine the relatedness be-
tween Wikipedia articles as shown in Figure 2. For any two 
articles a and b, let S1= {c11, c12, ..., c1n} and S2= {c21, c22, ..., 
c2m} be the sets of categories that a and b belong to respec-
tively. n and m are the sizes of S1 and S2 respectively. In our 
approach, the pairwise relation between every two catego-
ries (c1i, c2j) is calculated, where c1i ∈ S1 and c2j ∈ S2. Then, 
the overall relation between S1 and S2 is calculated by com-
bining pairwise relation scores.  

First, the relation between c1i and c2j is calculated using 
the following equation. 

𝑝𝑎𝑖𝑟𝑤𝑖𝑠𝑒_𝑐𝑎𝑡_𝑟𝑒𝑙(𝑐𝑖 , 𝑐𝑗) =
IV(LCA(𝑐𝑖,𝑐𝑗))

IV(𝑐𝑖)+IV(𝑐𝑗)
 (2) 

 
where 𝑝𝑎𝑖𝑟𝑤𝑖𝑠𝑒_𝑐𝑎𝑡_𝑟𝑒𝑙(𝑐𝑖, 𝑐𝑗) is the category-based re-

lation between 𝑐𝑖  and 𝑐𝑗, 𝐿𝐶𝐴(𝑐𝑖 , 𝑐𝑗) is the lowest common 
ancestor of 𝑐𝑖  and 𝑐𝑗, and IV(𝑐) is the information value of 
the category 𝑐. The calculation of LCA(𝑐𝑖 , 𝑐𝑗) and IV(𝑐) is ex-
plained in the subsequent sections. 

for each c1i ∈ S1, we find best(c1i), which is the maximal 
pairwise similarity between c1i and any category c2j in S2. 
Similarly, we find best(c2j) for each c2j ∈S2. The overall cate-
gory-based relation between S1 and S2 is calculated using 
the following equation [53]: 

𝑐𝑎𝑡_𝑟𝑒𝑙(𝑆1, 𝑆2) = 0.5 ∗
∑ 𝑏𝑒𝑠𝑡(𝑐1𝑖)𝑛

𝑖=1

𝑛
+ 0.5 ∗

∑ 𝑏𝑒𝑠𝑡(𝑐2𝑗)𝑚
𝑗=1

𝑚
 (3) 

Figure 2 summarizes the process of calculating the cate-
gory-based relation.                                          

VI INFORMATION VALUE 

As shown in Equation 2, measuring the category-based 
relation is based on the information value of categories. 
The information value indicates the specificity of the cate-
gory. For example, the category “هندسة البرمجيات” is more 
specific that the general category “علم الحاسوب”. Thus, the 
former category contains more information value than the 
latter category when both are assigned to a single article. 
The general categories, or top-level categories, are not reli-
able in measuring relatedness because they often do not 
help distinguish between articles unlike the specific cate-
gories. Thus, we need to give each category an information 
value based on its specificity. 

To determine the specificity of a category, the Wikipe-
dia category graph is first constructed. Then, two measures 
are used to calculate the information value for a category. 
These measures use: 1) the depth of the category in the 
Wikipedia category graph. 2) the number of descendants 
of the category. These measures are explained as follows: 

The first measure depends on the depth of a given cate-
gory in the Wikipedia category graph to determine the ap-
propriate information value for it by using the following 
equation. 

𝑐𝑎𝑡𝐷𝑒𝑝𝑡ℎ𝐼𝑉(𝑐) =
log(maxDepth(c))

log(𝑔𝑟𝑎𝑝ℎ𝑀𝑎𝑥𝐷𝑒𝑝𝑡ℎ)
   (4) 

Where 𝑐𝑎𝑡𝐷𝑒𝑝𝑡ℎ𝐼𝑉(𝑐) is the information value of the 
category𝑐. The maxDepth(c) is the depth of 𝑐 in the entire 
Wikipedia category graph, and 𝑔𝑟𝑎𝑝ℎ𝑀𝑎𝑥𝐷𝑒𝑝𝑡ℎ is the 
maximum depth of Wikipedia category graph. This meas-
ure indicates that the larger the depth of 𝑐, the larger infor-
mation value it has. In general, top-level categories are of 
low depth, and are often general and contain less infor-
mation value compared to high-depth categories. This 
measure was inspired by existing research on the specific-
ity of graph nodes such as [54] and [55]. 

Figure 2. Measuring the category-based relation be-
tween terms a and b 



Basel AlHaj; Iyad AlAgha / Exploiting Wikipedia to Measure the Semantic Relatedness between Arabic Terms (2022)  

 

  

5  

The second measure uses the descendants (subcatego-
ries) of a category to determine the appropriate infor-
mation value for it as follows. 

𝑐𝑎𝑡𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠𝐼𝑉(𝑐) = 1 −  
log(des(c))

log(𝑁)
   (5) 

Where 𝑐𝑎𝑡𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠𝐼𝑉(𝑐) is the information value of 
category 𝑐, des(c) is the number of descendants of category 
𝑐 and 𝑁 is the set of all categories in Wikipedia. It is as-
sumed that the category with a large number of descend-
ants is more general and thus has less information value. 
In contrast, categories with few or no descendants are 
likely to be more specific and thus have more information 
value. This metric was also inspired by existing works that 
present metrics for graph-based similarity such as [54]. 

Given the above two measures of the category's infor-
mation value: 𝑐𝑎𝑡𝐷𝑒𝑝𝑡ℎ𝐼𝑉 and 𝑐𝑎𝑡𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠𝐼𝑉, only 
one measure will be used to calculate information values 
of categories in Equation 2. Part of the experiments that we 
conducted in the evaluation aimed to examine the two 
measures of information value in order to choose the best 
of them to be used in Equation 2. 

VII COMBINED RELATEDNESS MEASURE 

In the above sections we showed how to measure the 
context-based and category-based relations between any 
pair of terms respectively. The overall relatedness between 
two terms is then calculated as the average of the category-
based relation and the context-based relation values using 
the following equation. 

𝑆𝑖𝑚. 𝑟𝑒𝑙𝑎𝑡𝑒𝑑𝑛𝑒𝑠𝑠(𝑎, 𝑏) =
 𝑐𝑜𝑛𝑡𝑒𝑥𝑡_𝑟𝑒𝑙(𝑎,𝑏) +𝑐𝑎𝑡_𝑟𝑒𝑙(𝑎,𝑏)

2
 (6) 

I IMPLEMENTATION HIGHLIGHTS 

After formally presenting our approach, the following 
sections provide a step-by-step guide on the implementa-
tion details including the processing of Wikipedia content, 
the mapping of the terms to Wikipedia articles, and the 
construction of Wikipedia category graph. We also show 
how we handled the challenges that can be encountered 
when processing the Wikipedia graph, such as graph cy-
cles and creating the category depth and descendants’ 
maps. 

Figure 3 shows the components of our implementation 
of the proposed approach. Part 1 in Figure depicts the pre-
processing of the Wikipedia dump file to store its content 
in a local database, and this process is performed once at 
the beginning of the work. Part 2 shows the Article 
Matcher module that is used to match the input terms to 
the corresponding Wikipedia articles. Part 3 represents the 
process the constructing of category graph, the map of the 
descendants of the category, and the map of the depth of 
the category. Given two input terms, the process starts by 
mapping these terms to the corresponding Wikipedia arti-
cles using the Article Matcher module; then the semantic 
relatedness score is calculated by calculating the context-

based and category-based relations and averaging them as 
in Equation 6. The modules in Figure 3 are explained in 
detail in what follows: 

 
 

 
A. Wikipedia Processing Module 

To access the Arabic Wikipedia and extract the required 
information, we downloaded the XML Dump file of the 
Arabic Wikipedia, on the 1st Feb. 2021. The information 
about the downloaded dump file is shown in Table 1. 

TABLE 1 

Information about the downloaded dump 

XML Dump File Size 736 MB 

Size after extraction 4.87 GB 

Number of All Pages 1243905 

Number of Content pages (Articles) 648399 

Number of Redirect Pages 584630 

Number of Disambiguation Pages 16663 

Number of Categories 560154 

Number of Articles used in our work 515094 

Number of Categories used in our work 547396 

 
After that, the XML dump file parsing process was per-

formed, and the information was extracted and stored in a 
local database. The database contains tables for pages, 
page-inlinks, page-outlinks, page-redirects, page-catego-
ries, page-mapline, metadata, categories, category-inlinks, 
category-outlinks, and category-pages. Access to Wikipe-
dia information during work will be done by querying the 
database. We used JWPL (Java Wikipedia Library) [56] to 
parse the Wikipedia dump file. JWPL is a free, Java-based 
application programming interface, which allows a struc-
tured access to all information in Wikipedia.  

Figure 3. the components of our implementation of the 
proposed approach for measuring semantic relatedness 

between Arabic terms. 
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After populating the tables in the database, we found 
some articles that do not have incoming links. The incom-
ing links are important in our work since one of the metrics 
used depends on the number of incoming links to articles. 
Therefore, these articles have been discarded and deleted 
from the database, knowing that the total number of con-
tent pages with no incoming links is 133305 articles. In ad-
dition, some Wikipedia categories that are used for editing 
and managing articles, known as administrative catego-
ries, were discarded as they negatively affect the evalua-
tion of the semantic relatedness. Examples of administra-
tive categories include “ يبيدياويك   ,”مقالات“ ,”مشاريع ويكي“ ,”
  .”صناديق المعلومات“ and ”بذرة“ ,”قالب“ ,”قوالب“

 
B. Article Matcher Module 

Article matcher (see Figure 3) is a component responsi-
ble for mapping each input term to the corresponding Wik-
ipedia article. The goal is to obtain the appropriate Wikipe-
dia article to be used to measure semantic relatedness. For 
each term, the matcher first converts the text of the term to 
a normalized form. The normalized text is used to check 
whether there is an article matching the term in the data-
base or not, and will improve the result of the matching 
process. For example, the term “اللغة العربية” will be con-
verted to the following normalized format:  
“ )ه|ة()ا|إ|أ|آ(للغ)ه|ة(_)ا|إ|أ|آ(لعربي ”, where suffixes and prefixes 
will be separated from the original term. In addition, dif-
ferent forms of Arabic letters will be considered when 
matching with Wikipedia article. In addition, redirect 
pages should be excluded from the matching process be-
cause they have no content or categories, and thus could 
impede the semantic relatedness score. 

 
C. Handling Term Disambiguation 

Some terms are ambiguous in the sense that they can 
have multiple meanings. Wikipedia provides disambigua-
tion articles for these terms, whereas each disambiguation 
page contains a list of possible senses for the term. For ex-
ample, the term “ عين”  in Wikipedia is a redirect page to the 
disambiguation page “)عين )توضيح”, which contains a list of 
articles with different meanings such as “)عين  “ ,عين )طب

"(ماءعين ) and ”)حرف( ”. When a disambiguation page is re-
trieved from the Article Macher for an input term, the list 
of all senses is considered when the relatedness with the 
other input term is calculated. The sense that achieves the 
highest relatedness score is used, and the other senses are 
skipped. For example, if the input terms to our approach 
are “ عين” and “نبع”. Since the first term “ عين” has three 
senses as explained above, the semantic relatedness be-
tween ease sense and the term “نبع” is measured, and the 
sense that gives the best relatedness score will be used. 

 
D. Category Graph Builder Module 

The measurement of category-based relations depends 
essentially on the calculation of the information value for 
each category, as explained before. To determine the infor-
mation value, two structures should be constructed, which 

are: the category depth map and the category descendants 
map. A category graph to speed up the processing of cate-
gories and calculation of results. 

In order to construct the category graph, a directed 
graph was created, and Wikipedia categories are added to 
the graph as vertices. To determine the edges of the graph, 
the incoming links (parent categories) and outgoing links 
(children categories) of each category are used. For a cate-
gory (c) that has the set of incoming links IN_LINKS={ic1, 
ic2, ..., icn} and the set of outgoing links OUT_LINKS={oc1, 
oc2, ..., ocm}, a graph edge is created from each ici∈ 
IN_LINKS to each ocj∈ OUT_LINKS. Finally, we get a 
graph whose vertices are Wikipedia categories, and edges 
are the links between these categories. Creating a graph 
consumes a lot of time so we created it once and saved it 
as a serializable object in a file. When needed, it is loaded 
from the file rather than recreating it. 

The directed graph should not contain any self-directed 
edge such as the one shown in Figure 4. Self-directed edges 
cause infinite loops during depth computation. These 
edges can be easily detected and ignored by finding the in-
tersection between the incoming links and outgoing links, 
that is: cycles = IN_LINKS ∩ OUT_LINKS. 

Figure 4. Self-directed edge 

In addition, cycles as the one shown in Figure 5 should 
also be eliminated because they can cause infinite loops 
when calculating the depth of the category graph as re-
quired in Equation 4. To find cycles, a first-depth-first 
(FDS) traversal was performed starting from top-level cat-
egories, and each visited vertex is marked. If the vertex is 
visited twice during the FDS, the incoming edge through 
which the vertex is reached for the second time is removed. 
Our experiments showed that this strategy has success-
fully eliminated most cycles in the constructed category 
graph. 

Figure 5. A graph cycle 
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E. Depth and Descendant Maps 

The estimation of the information value of a category 
requires extracting some information from the category 
graph, such as the depth of a category and the number of 
category descendants (refer to Equations 4 and 5). Know-
ing that extracting this information for each category at run 
time takes a lot of time, it would be better to extract them 
one time and store them to be used when needed. For this 
purpose, two maps were created: VertexDepthMap and 
DescendantsMap. VertexDepthMap is used to store the 
path from each category in the graph to the root, while De-
scendantsMap is used to store the number of descendants 
of each category in graph. 

To create VertexDepthMap, the leaf vertices of the 
graph are first extracted, which are the vertices that have 
no outgoing edges. For each leaf vertex, all up-level verti-
ces through the incoming edges are extracted, and this is 
performed recursively until reaching the root. During the 
recursion process, the different paths from each vertex to 
the root are compared, and the longest path is retrieved. 
DescendantsMap creation also begins from the leaf verti-
ces of the graph. While moving up from the leaf vertices, 
the children for each vertex are counted and stored in map. 
Whenever moving to an upper level in the graph, the num-
ber of child vertices is calculated in the same way as before, 
and the number of descendant vertices is added by being 
retrieved from map. Moving to a higher level is continued 
until reaching the root. 

 
F. User Interface 

 We provide a simple user interface, as shown in Figure 
6, that allows the user to input two Arabic terms and get 
the relatedness score between them. The user should 
choose the appropriate settings and click the button "Com-
pute Relatedness". The value of the semantic relatedness is 
displayed in a range from 0 to 1, where 0 denotes no relat-
edness, and 1 denotes maximum relatedness. 

Figure 6. User interface to compute the semantic relat-
edness between input terms 

II EVALUATION 

Similar approaches from the literature have been often 
evaluated by being compared with other approaches [3, 57, 
58]. However, to the best of our knowledge, there are no 
similar knowledge-based approaches for measuring se-
mantic relatedness between Arabic terms. Therefore, we 
selected a benchmark dataset that has been used in works 
on English text, and translated the terms included in the 
dataset to Arabic.  The benchmark dataset includes human 
judgements on the similarity between the given terms. 
Thus, we use human-assigned judgments as a baseline to 
assess the accuracy of our approach. We also compared 
our approach with previous approaches that used the 
same dataset in English. 

A. Benchmark Dataset  

The used dataset is one of the WordSimilarity-353 test 
collection [59] that contains two sets of English term pairs 
along with human-assigned relatedness judgments. We se-
lected the first set (set 1) that contains 153 term pairs along 
with their relatedness scores from 13 human subjects. The 
relatedness is assessed by human subjects by using a scale 
that ranges from 0 to 10 where 10 indicates the highest re-
latedness. Set 1 of the WordSimilarity-353 dataset also in-
cludes the list of 30 noun pairs from Miller and Charles 
[60]. To use it in our work, we translated the terms in set 1 
to Arabic. The translation was carried out by the authors 
and was reviewed by an expert translator. Table 2 shows 
sample terms of WordSimilarity-353 after being translated 
into Arabic, along with the assigned human judgment 
scores. as an instance from the translated dataset.  

TABLE 2 

Snapshot of the translated WordSimilarity-353 dataset 

Term 

1 

Term  

2 

Human Judgment 

1 2 3 4 5 6 7 8 9 10 11 12 13 mean 

 7.35 7 5 7 9 6 5 8.5 9 8 7 8 7 9 قط نمر

 6.31 8 4 9 6 6 6 7 6 3 5 7.5 7.5 7 سيارة قطار

الأوراق 

 المالية

 0.92 0 0 0 3 1 0 2 0 4 1 0 0 1 اليغور

 8.12 9 5 9.5 8 7 8 8.5 8 6 10 9 8.5 9 بروتون الفيزياء

 8.5 9 7 8 10 8.5 9 8.5 9 6 9 9.5 8 9 بنك مال

 4.38 4 1 4 3 4 5 5 6 2 5 6 6 6 هضبة ساحل

 6.58 6 3 4 5 6.5 5 8 9 5 8 9 8 9 قهوة كوب

We checked the existence of Wikipedia articles corre-
sponding to the translated terms. Term pairs that do not 
have corresponding articles were excluded from the da-
taset because our approach computes semantic relatedness 
based on the presence of Wikipedia articles, i.e., each term 
can be mapped to a Wikipedia article. 23 out of the 153 
pairs in the dataset were excluded, ending with 120 pairs. 
In addition, the mean value of human judgement scores 
was normalized to be in the range from 0 to 1 so that it be-
comes comparable with the normalized scores from our 
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approach. The complete translated dataset can be down-
loaded from: https://github.com/BaselAlhaj/Seman-
ticRelatedness. 

 
B. Experimental Conditions 

Recall that our approach for measuring the semantic re-
latedness between terms uses two types of relations: the 
context relation and the category relation. For the compu-
tation of the category relation, two methods are used to 
compute the category’s information value, which are: the 
depth-based information value and the descendants-based 
information value. Given that, our aim is to assess five dif-
ferent variants of our approach in order to find which set-
ting gives most accurate results. These variants are as fol-
lows: 
• Sem-Context: In this version, the semantic relatedness 

is measured by using only the context-based relation. 
• Sem-Category-Depth: In this version, the semantic re-

latedness is measured by using only the category rela-
tion, where the category’s information value is com-
puted based on the category depth. 

• Sem- Category-Desc: In this version, the semantic re-
latedness is measured by using only the category rela-
tion, where the category’s information value is com-
puted based on the category’s descendants. 

• Sem-Context-Category-Depth: This variant combines 
both context and category relations, where the cate-
gory’s information value is calculated based on the 
depth of the category. 

• Sem-Context-Category-Desc: This variant combines 
both context and category relations, where the cate-
gory’s information value is calculated based on the de-
scendants of the category. 
 

C. Evaluation Metric 

Results were evaluated by measuring the Pearson cor-
relation [61] between the relatedness scores of our ap-
proach and the human judgement scores based on the fol-
lowing equation: 

𝑟 =  
∑ (𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)𝑛

𝑖=1

√∑ (𝑥𝑖 − 𝑥̅)2𝑛
𝑖=1 √∑ (𝑦𝑖 − 𝑦̅)2𝑛

𝑖=1

 (7) 

Where 𝑛 is sample size, 𝑥𝑖, 𝑦𝑖 are the individual sample 
points indexed with 𝑖 and 𝑥̅, 𝑦̅ is the mean of 𝑥, 𝑦 values  

respectively in the sample. The value of 𝑟 is located in the 
range between +1 and −1, where 𝑟 = 1 means a total posi-
tive correlation, 𝑟 = 0  means no correlation exist, and 𝑟 =
−1 means a total negative correlation. 

 
D. Results and Discussion 

Table 3 shows the results from the five variants of our 
approach, in terms of Pearson correlation with human-as-
signed scores. In general, the version named Sem-Context-
Category-Depth outperforms all over variants with a cor-
relation of 0.68. The difference between Sem-Context-Cat-
egory-Depth and other variants is statistically significant 

with 𝑝 < 0.05 based on pairwise t-test. This indicates that 
the best setting for our approach is to combine both context 
and category relations, and to calculate the category’s in-
formation value based on the depth of the category. This 
result also indicates that combining both the context rela-
tion and the category relation in our approach gives better 
results than using either of the two relations separately. 
When relations are used separately, we find that the Sem-
Context version surpasses both the Sem-Category-Depth 
and the Sem-Category-Desc, but the difference was statis-
tically insignificant. This indicates that when relations are 
used separately, the context-based relation is slightly more 
effective than the category-based relation.  

TABLE 3 

Experimental results in terms of the correlation with the 
human judgments 

Variant of our approach Correlation 

Sem-Context 0.62 

Sem-Category-Depth 0.60 

Sem- Category-Desc 0.58 

Sem-Context-Category-Depth 0.68 

TABLE 3Sem-Context-Category-

Desc 
0.64 

 
E. Comparison with Existing Approaches 

One objective of the evaluation is to explore how our 
approach compares to other popular approaches from the 
literature that used the same dataset but with the English 
version of Wikipedia as a background knowledge. We 
compare our work with the following works that were dis-
cussed in the related works section: WikiRelate [57], 
WANG [62], SSA [63], WikiSim [64] and CPRel [65], ESA 
[58], WLM [3], WLVM [66] and WLA [67]. Table 4 shows 
the correlation values for all approaches. Figure 7 depicts 
the correlation values of compared approaches. Looking at 
the results, we notice that our approach performs better 
than some previous approaches such as: WikiRelate [57], 
WANG [62], SSA [63], WikiSim [64], and CPRel [65]. In 
contrast, it does not perform as well as other approaches 
such as: ESA [58], WLM [3], WLVM [66] and  WLA [67]. 

We furtherly analyzed errors to better understand the 
reason behind these differences. In total, more than 70% of 
the reported errors occurred due to the poor content of the 
Arabic Wikipedia articles and the lack of links between the 
articles compared to the English version of Wikipedia. This 
lack of links hindered the computation of the context-
based relation which primarily depends on the shared in-
coming links between articles. For example, the related-
ness score obtained for the terms “مال” and “بنك” is 0.2, 
which is obviously inaccurate. The inspection of this error 
showed that the shared incoming links between the articles 
corresponding to these terms was only 135, comparing to 
3623 links in the corresponding English articles. In addi-
tion, a lot of errors originated from the low complexity of 
the category graph in the Arabic Wikipedia compared to 

https://github.com/BaselAlhaj/SemanticRelatedness
https://github.com/BaselAlhaj/SemanticRelatedness
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the category graph of the English Wikipedia. The category 
graph is essential in our approach to estimate the infor-
mation value of Wikipedia categories and to compute the 
category-based relation between terms. We found that the 
calculated information values for several categories differ 
across the two versions of Wikipedia and were mostly 
lower in the Arabic Wikipedia. In fact, English Wikipedia 
has about 3 times the number of categories and 2.8 times 
the number links between categories when compared to 
the Arabic Wikipedia[68]. To conclude, we believe that the 
difference in performance between our approach and oth-
ers that rely on English Wikipedia can be mainly attributed 
to the gap between the Arabic and English versions of Wik-
ipedia in terms of information richness and complexity. 

 
TABLE 4 

The proposed approach compared to other approaches. 

CONCLUSION AND FUTURE WORK 

In this work we proposed an approach for measuring 

the semantic relatedness between Arabic terms by exploit-
ing Arabic Wikipedia as a knowledge source. Given two 
Arabic terms the approach selects the corresponding Wik-
ipedia articles and uses their incoming links and categories 
to estimate the relatedness between them. Our approach 
was evaluated using a dataset from WordSimilarity-353 
test collection which contains 120 pairs of terms with their 
human-assigned judgment scores. The results of the ap-
proach were compared with the results of human judg-
ment and the results of other approaches that used the 
English version of Wikipedia. The correlation between our 
results and the result of human judgment was 0.68, which 
outperformed the results of some previous approaches 
that used the same dataset with English Wikipedia. The in-
vestigation of results has shown that many errors resulted 
from the lack of content of many Wikipedia articles and the 
poor category structure. This indicates that the Arabic ver-
sion of Wikipedia can give satisfactory results when used 
as a background knowledge for semantic similarity 
measures, but it is still not as reliable as the English ver-
sion. 
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