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 Recently, some countries have been distressing with the increasing 

number of breast cancer cases. Those cases were extremely increased 

in every year. Practicaly, the increasing number of patients was caused 

by the manual examination. Recently, some researchers have been 

done in the development of AI method for solving this problem. 

However, AI itself still has limitation since it worked in the black-box 

approach which was difficult to be trusted. Thus, to overcome those 

problems, we proposed a method that was able to classify breast 

ultrasound images into two classes (benign and malignant) and able to 
explain how the prediction was made. Our proposed method consisted 

of four processes i.e., pre-processing step, development of CNN 

model, interpretable step and evaluation. In this research work, our 

proposed method performed into 780 breast ultrasound images divided 

into three classes (133 normal, 210 malignant, and 437 benign). In the 

training process, our proposed method obtained training accuracy of 

0.9795, training loss of 0.0675. The validation process obtained 

validation accuracy of 0.8000 and validation loss of 0.5096. While, in 

the testing process, our proposed method achieved accuracy of 0.7923. 

In the interpretable process using LIME, the LIME result is covered 

by doctor visualization. It was indicated that LIME was suitable 

enough in visualizing the important features of breast cancer severity. 

Regarding to the results, our proposed method has a potensial to be 

implemented as an early detection method for classifying malignancy 

of breast cancer in order to help the doctor in the screening process. 
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1. INTRODUCTION  

Breast cancer became one of the most shocking issues in the last decade since it has been 

extremely increased in every year and it was expected to be the leading cause of death in women [1]. 

The recent increasing number of breast cancer cases reported by SEEM (Surveillance, Epidemiology, 

and End Results) in the end of 2019 has shown new breast cancer cases around of 268,000 and found 

41,760 deaths [2]. This number has been increased from the previous report in which in 2018 

American Cancer Society estimated new cases of breast cancer around 266,000 causing 63,960 
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deaths [3]. According to those facts, giving more awareness to cancer becomes very important in 

order to reduce the increasing number of patients. 

 Regarding the large number of breast cancer cases, one of the problems that cause the 

increasing number of it was that the clinical problem in breast cancer examination. The clinical 

problem was occured since breast cancer was examined manually using medical instrumentation 

such as ultrasound, MRI, mammogram, etc. This manual procedure commonly caused some 

difficulties such as very tedious, time-consuming, need more thoroughness, and highly depends on 

the doctor's skills and experiences [4]–[6] Thus, an alternative way was needed to overcome those 

problems. 

Recently, some medical studies in breast cancer have been successfully conducted and 

performed outstanding results. Research that was conducted by Zeimarani et at. [7] proposed a deep 

convolutional neural network for classifying breast lesion in ultrasound images. This study proposed 

a modification of CNN by adding a few hidden layer followed by applying reqularization techniques 

due to small dataset problem and to enhance the classification performance. Those modified CNN 

was then applied using 5-fold cross-validation divided in 80:20 proporsion of data in which the 

dataset consisted of 641 ultrasound images (413 benign lesion and 228 malignant lesion). Their 

proposed method achieved accuracy of  92.05% and AUC of 0.97.  

Zheng et al. [8] mathematically modified Deep Learning assisted Efficient Adaboost 

Algorithm (DLA-EABA) with better computation. Practically, the proposed method comprised of 

several convolutional layers, LSTM and max-pooling layer used for extracting the features. While, 

the classification process was conducted in fully connected layer followed by softmax layer for 

estimating the error. Their proposed method successfully achieved accuracy of 97.2%, sensitivity of 

98.3% and specificity of 96.5%. Latif et al. [9] proposed CNN model completed with despeckling 

process to reduce speckle noises and to increase the performance. Their proposed method was began 

by applying CNN as a denoising process, afterwards they applied another CNN as a classification 

process. This method successfully achieved accuracy of 99.89%. Gong et al. [10] proposed multi-

view deep neural network support vector machine (MDNNSVM) for breast cancer classification 

using bi-modal ultrasound. This research successfully achieved accuracy of 86.36% and AUC of 

0.9079. Hijab et al. [11] proposed deep convolutional neural network for classifying breast cancer 

which consists of three training models which are (i) baseline of CNN model trained from scratch, 

(ii) transfer-learning using VGG16, and (iii) fine-turning learning for handling the overfitting 

problem. Their proposed method successfully achieved accuracy of 97% and AUC of 0.98.  

Wei et al. [12] proposed a machine learning model for classifying breast tumor. Their 

proposed method performed morphological and texture feature extraction followed by training the 

data using SVM to analyse the breast ultrasound images. This research work was applied in 1061 

ultrasound images (589 malignant lesion and 472 benign lesion) and achieved accuracy of 87.32%. 

González-Luna et al. [13] proposed a comparison study in several machine learning approach for 

classifying breast cancer. They performed 2032 ultrasound images (1341 benign and 691 malignant) 

in seven machine learning methods which are RBNF, SVM, k-NN, LDA, random forest, multinomial 

logistic regression (MLR), AdaBoost. Their experiment concluded that LDA successfully 
outperformed other methods with accuracy of 89%, sensitivity of 82%, specificity of 93% and AUC 

of 0.95. 
Regardless the outstanding performance of previous research works using both deep learning 

and machine learning, AI (machine learning and deep learning) itself worked in black-box approach 

in which it was difficult to understand how the method works and how they make a prediction. 

Consequently, the doctor was difficult to be trust to the method results. To overcome those problems, 

an explaination method was needed to complete the existing method with some justification of how 

the prediction can be made and to produce more valid result. Thus the doctor can be trust to the 

prediction results [14][15]. 

In this research work, we focused on the development of deep learning method which was 

able to classify breast ultrasound images into two classes (benign and malignant) and able to explain 

how the prediction was made. To address the research problem, we proposed the contributions by 

developing a CNN model followed by LIME (local interpretable model-agnostic explanations) [16] 
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as an interpretable  method. The detail of our proposed method was described as follow: data and 

methodology were explained in section two, result and discussion were shown in section three, and 

in the end of paper we described a limitation and future work as a conclusion. 

 

2. RESEARCH METHOD 

 

2.1.  Data 

The dataset was provided by Baheya Hospital for Early Detection & Treatment of Women's 

Cancer, Cairo, Egypt [17]. The dataset was collected from 600 female patients aged between 25 and 

75 years old. The dataset was a cropped imaged consisted of 780 breast ultrasound images divided 

into three classes (133 normal, 210 malignant, and 437 benign) and completed with segmentation 

ground truth. 

 

   
(a) (b) (c) 

Figure 1. Example of dataset: (a) benign lesion, (b) malignant lesion, and (c) normal breast 

ultrasound. 

 

2.2.  Proposed Method 

 In this study, the proposed method for classifying breast cancer consists of four processes 

which are pre-processing, train and test model using CNN, explain the result using LIME, evaluation. 

Figure 2 shows flowchart of the proposed method. 

 
Figure 2. Block diagram of the proposed method 

 

2.2.1 Pre-Processing 

 Pre-processing step was used to enhance the quality of input image. As depicted in Figure 

1, the dataset consists of some noises for example is label written in the image (see a label in Figure 

1(a) written in “left breast”). Actually, most of images have some labels in which it can be a 

distruction for the model to analyse the image. Hence, we conducted pre-processing at the first step 

to remove those problems. In this case, we applied adaptive median filtering [18]. Basically, adaptive 

median filtering is new version of median filtering [19] that was adaptively modified to increase the 

filtering performance. The modification was placed in the window size that can be changed 

adaptively. Thus, it was powerful to reduce non-impulse noises. Figure 3 shows how adaptive median 

filtering works. Beside labels, the dataset also has another noises like speckle noise. This noise was 
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occured in the dataset since the dataset was collected using ultrasound modality. To reduce speckle 

noise, we performed speckle reducing bilatering filtering (SRBF) [18]. Figure 4 shows how SRBF 

works. 

 
 

Figure 3. The workflow of adaptive median filtering [18]. 

 

 

 
 

Figure 4. The workflow of SRBF [18]. 

 

2.2.2 Training and Testing Data Using CNN 

 In this step, we trained and tested the dataset using convolutional neural network proposed. 

The CNN model consisted of 12 layers. The first layer was convolutional layer with 16 filters and 

filter size of 3x3. In this layer, we performed ReLU activation function. The second layer was max-

pooling layer with filter size of 2x2. Then, we continued with dropout layer with dropout rate of 0.25. 

The architecture was then continued with the second convolutional layer in which we used 32 filters 

size 3x3 followed by ReLU activation function. Same with the first convolutional network, the 

second convolutional network was followed by max-pooling with filter size of 2x2 and dropout layer 

with dropout rate of 0.25. Then, the architecture was continued with flatten layer used to flatten the 

2D matrix into single column data. The next layer was two fully connected layers. The first fully 

connected layer was designed to produce 128 output in which used ReLU activation function. This 

fully connected layer was then followed with dropout layer to reduce unnecessary weight. The last 
layer was second fully connected layer with sigmoid activation function. The summary of the 

architecture is summarized in Table 1. 
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Table 1. Summary of CNN Architecture 

Layer Component Kernel size Activation 

Layer 1 Layer input 224x224 - 

Layer 2 Convolution 3x3 ReLU 

Layer 3 Max pooling 2x2 - 

Layer 4 Dropout 0.25 - 

Layer 5 Convolution 3x3 ReLU 

Layer 6 Max pooling 2x2 - 

Layer 7 Dropout 0.25 - 

Layer 8 Flatten - - 

Layer 9 Dense 128 ReLU 

Layer 10 Dropout 0.5 - 

Layer 11 Dense 1 Sigmoid 

Layer 12 Output 1 - 

 

2.2.3 Interpretable AI Using LIME 

This step was used to justify the results, hence the doctor can be trust to the prediction results. 

In this study, we used LIME (local interpretable model-agnostic explanations) [16] as an 

interpretable  method. LIME worked by creating new instance permutated from the model prediction 

considering mean and standart deviation of the original data as mathematically formulated in Eq.(1), 

in which argmin L indicates that it would like to find the minimum losses considering the distance 

between original prediction model (f) and interpretable model (g). While, Ω(g) is used to keep the 

complexity of model (g) that becomes still be low. The workflow of LIME is illustrated in the 

Algorithm 1. 

 

𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑎𝑡𝑖𝑜𝑛 (𝑥) = argmin
𝑔𝜖𝐺

𝐿(𝑓, 𝑔, 𝜋𝑥) + 𝛺(𝑔) (1) 

 

Algorithm 1. The workflow of LIME [16] 

1 :   input: original trained model f , N samples of data, instance x, interpretable  

       model 𝑥′,  sameness kernel 𝜋𝑥 and explaination length K 
2 :   Z ← {}         Z is a dataset 

3 :   for a € {1, 2, 3, ..., N} do 

4 :         𝑧𝑖
′ ← sample_near_of(𝑥′)     using euclidean distance  

5 :         Z ← Z ∪ (𝑧𝑖
′, 𝑓(𝑧𝑖), 𝜋𝑥(𝑧𝑖)) 

6 :   end for 

7 :   Ω ← K-Lasso (Z, K) with 𝑧𝑖
′ as features, f (z) as the prediction target 

8 :   return Ω 

 

3. RESULTS AND ANALYSIS 

As explained in the previous section, our proposed method consisted of four steps. The first 

step was pre-processing step used to enhance the quality of image. In this study, we performed 
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adaptive median filtering followed with speckle reducing bilateral filtering. Result of this step can 

be seen in Figure 5. 

 

   
(a) (b) (c) 

Figure 5. Pre-processing result: (a) original image, (b) adaptive median result and (c) speckle 

reducing bilateral filtering result. 

 

Result of pre-processing step was then resize in size of 224x224. The resized images were then 

divided into three part which are training data, validation data and testing data with proportion of 

80:10:10. The training and validation data were then trained with 70 epoch and batch size of 128. 

The training process obtained training accuracy of 0.9795, training loss of 0.0675. The validation 

process obtained validation accuracy of 0.8000 and validation loss of 0.5096. While, in the testing 

process, our proposed method achieved accuracy of 0.7923. According to those results, we found 

that the performance decreases in the testing process with with the decreased accuracy of 0.01. The 

summary of training and testing performance is depicted in Figure 6. 

 

 
Figure 6. Summary of training and validation process: the training result is illustrated with blue dot, 

while the validation result is illustrated with blue line. 

 

The trained model was then used as an initial model in the explaination step. In this step we 

performed LIME. LIME worked by finding the features that were similar to the target. The result of 

this step was the boundary area representing the importance features defining the cancer. Result of 

LIME can be seen in Figure 7(a). The visualization of LIME is indicated by the yellow area in Figure 

7(a). According to Figure 7(a), the yellow area represents the important features indicating the level 

of breast cancer. The result of LIME was then compared to the doctor visualization. The comparison 

is represented in the Figure 7(b). According to Figure 8, it can be inferred that the LIME result is 

covered by doctor visualization. It was indicated that LIME was suitable enough in visualizing the 

important features of breast cancer severity. However, the area that was covered by LIME was quite 
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small. It can be solved by adding more parameters when the data was trained and analyzed using 

LIME. This suggestion was difficult to be conducted in our study regarding to the limitation of our 

training device. 

 

  
(a) (b) 

Figure 7. Results of: (a) Visualization result of interpretable AI using LIME and (b) comparison 

result between doctor visualization (represented by white line) and LIME visualization 

(represented by yellow line). 

 

4. CONCLUSION 

In this research work, we evaluated the effectiveness of proposed convolutional neural 

network combined with LIME as an interpretable method for identifying the malignancy of breast 

cancer. Our proposed method consisted of four steps which were pre-processing step, training and 

testing of CNN, interpretable step, and evaluation. According to the result, our proposed method 

obtained training accuracy of 0.9795, training loss of 0.0675. The validation process obtained 

validation accuracy of 0.8000 and validation loss of 0.5096. While, in the testing process, our 

proposed method achieved accuracy of 0.7923. In the interpretable process using LIME, the LIME 

result is covered by doctor visualization. It was indicated that LIME was suitable enough in 

visualizing the important features of breast cancer severity. Regarding to the results, our proposed 

method has a potensial to be implemented as an early detection method for classifying malignancy 

of breast cancer in order to help the doctor in the screening process. 
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