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ABSTRACT  

Pattern recognition performance depends on variations during extraction, selection and classification stages. This paper presents an 

approach to feature selection by using genetic algorithms with regard to digital image recognition and quality control. Error rate 

and kappa coefficient were used for evaluating the genetic algorithm approach Neural networks were used for classification, involv-

ing the features selected by the genetic algorithms. The neural network approach was compared to a K-nearest neighbour classifier. 

The proposed approach performed better than the other methods. 
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RESUMEN 

El desempeño en el reconocimiento de patrones depende de las variaciones en las etapas de extracción, selección y clasificación. 

En el siguiente artículo se presenta un enfoque para selección de características utilizando un algoritmo genético aplicado a pro-

cesos de reconocimiento y control de calidad en imágenes. Para evaluar la propuesta con algoritmos genéticos se utilizan dos 

funciones de evaluación: tasa de error y coeficiente Kappa. Se implementan redes neuronales en la clasificación usando las carac-

terísticas seleccionadas por el algoritmo genético. La red neuronal se compara con el clasificador de los k-vecinos. Los resultados 

obtenidos muestran un mejor desempeño del sistema propuesto frente a otros métodos. 

Palabras clave: Algoritmos Genéticos, Vector De Características, Redes Neuronales, Reconocimiento de Patrones. 
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Introduction1 2 

Technological advances in our society have enhanced industrial 

production automation and the need for handling information in 

fields of great importance. This trend has earned pattern recog-

nition a central place in research and engineering applications. 

Pattern recognition has become an integral part of most machine 

vision systems’ output regarding decision-making (Theodoridis S. 

& Koutroumbas, K, 2009) for identifying a given object and per-

forming operations on it. 

Pattern recognition has been developed using classical statistical 

methods such as principal component analysis (PCA) (Song F, 
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Guo Z, 2010) and independent component analysis (ICA) (Ekenel 

H, Sankur B, 2004; Liu J, Wang G, 2010). However, the three 

processes involved in pattern recognition can be developed by 

using computational intelligence, thereby providing an autono-

mous system having learning ability and suitable classification 

results, according to recent research (Mitra S. & Sankar K, 2005; 

D. G. Stavrakoudis, 2010; Vilches E, 2006; Pazoki Z, Farokhi F, 

2010). This work was focused on the selection stage by using a 

genetic algorithm (GA) approach; the classification stage involved 

a neural network-based approach. The proposed GA approach’s 

performance was evaluated by using fitness functions, classifiers 

and compared to other research.  

A GA optimises a fitness function and (in this case) determines 

the best subset of features. However, in other work (i.e. Daza 

G.S, Sánchez L.G, 2007; Rivera J.H, Castellanos C, 2007; 

Changjing S, Barnes D, 2009) selection has been limited to a 

number of specific characteristics, one-dimensional signals or 

face recognition tasks whilst GA has been used to tune other 

techniques’ parameters. 

Some approaches have proposed effective feature selection, 

aimed at reducing feature dimension and having minimum classifi-

cation errors. GA have been applied to digital images regarding 

recognition and quality control, using different features (texture, 

statistics, colour and other descriptors and transforms). Two 
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experiments have been proposed for evaluating a GA-based 

approach, using error rate (Fuentes G, et. al., 2006) and Kappa 

coefficient (Vieira S, et. al., 2010), according to the fitness func-

tion.  

An artificial neural network (ANN) can be used for classification 

by using the features selected for the GA. A neural network 

(NN) approach is appropriate for classification because input-

output relationships in complex and non-linear conditions can be 

established on it.  

Feature selection methods aim to extract features which are 

important in classification. Orozco (2005) used a wavelet feature 

selection-based method involving GA which addressed the classi-

fication system’s three stages: feature extraction, feature selec-

tion and classification. PCA was also used as the standard tech-

nique for recognition and classification experiments. The exper-

iments showed that the nearest feature line (NFL) was most 

appropriate, considering its accuracy, the amount of information 

(variance) needed and the number of distance calculations. 

Fuentes (2008) proposed a face recognition method divided into 

two stages: feature extraction by discrete wavelet transform 

(DWT) (reducing image dimensionality) and classification of 

feature vectors through a multilayer perceptron NN. The latter 

type of network was able to solve highly nonlinear problems and 

enabled non-parametric classification of facial features. The fea-

ture vectors extracted by DWT were suitable for face recogni-

tion. Daubechies wavelet filters of order 3 and order 12 (Symlet) 

had the highest recognition rates. A combination of NN and 

DWT provided a robust and efficient model. 

Recent research has applied hybrid algorithms combining several 

intelligent techniques to improve pattern recognition. Umamahe-

swari (2006) proposed using GA and NN to detect human faces 

and locate eyes in real time. The hybrid algorithm focusing on 

face recognition was more efficient than current digital image 

processing techniques, such as wavelets. 

 Jeong et al., (2010) presented a feature selection method using a 

backward selection algorithm reducing the total set to the most 

relevant for classification by using a Kappa coefficient. The meth-

od was for classifying defects in steel from images to improve 

quality inspection system performance. 

The above results have shown that using intelligent algorithms 

for pattern recognition has led to better classification perfor-
mance. However, the number of classes has been small (2 or 3), 

the features have been specific, applied to one-dimensional sig-

nals and 2D signals have been limited to face recognition. 

The proposed research was thus aimed at implementing a meth-

od for effective feature selection based on GA and classification 

with ANN. Two fitness functions were used and compared 

(error rate and Kappa coefficient). NN was compared to the K-

nearest neighbour (KNN) classification algorithm during  the 

classification stage. The proposed approach was compared to 

other face recognition methods (Fuentes Gibran, 2008). Images 

of car parts (classification and quality control), fruit and faces 

were used for pattern recognition, taking objects’ characteristics 

and different classes into account, reducing feature size and 

minimising the error rate. 

The proposed approach 

Figure 1 outlines the pattern recognition process.  

 

 

Figure 1. A diagram of the proposed approach 

The first stage referred to techniques used for image processing 

(filtering, resizing and binarisation). 

The second stage involved extracting a set of characteristics 

(shape descriptors, statistical descriptors and coefficients) form-

ing the basis for pattern recognition. If the characteristics of the 

objects to be classified varied within a class, the feature extrac-

tion stage required a robust image. Wavelet transform coeffi-

cients were extracted at this stage for face images; different 

descriptors were used for other cases. 

The initial feature vector was reduced to the most effective one 

in the pattern to be classified during the next stage. The aim of 

feature selection is to use fewer features to achieve the same or 

better performance (Amine A et al, 2009). 

A GA approach was used in the feature selection stage, assuming 

that pattern recognition is complex and involves several stages 

(Wang Y, Fan K, 1996). Most optimisation theory algorithms 

usually work well if the objective function has all the prerequi-

sites. However, GA is a search algorithm based on population 

and is the best method for linear objective functions in a search 

space limited by linear constraints (Wang Y, Fan K, 1996). 

The fitness function is the most important part of a search algo-

rithm. The purpose of search strategy is to find a subset of fea-

tures to optimise such function (Amine A et al, 2009). The per-

centage of misclassification was thus used as a fitness function. 

The following expression was considered for GA minimisation of 

classification error and reduce the size of features for optimising 

the value: 

 

(1) 

where Feature_subset expressed the reduced feature dimension, 
Total_feature was the original dimension and k was placed to give 

priority to reducing the percentage of error. This factor mini-

mised the term involving the amount of features; it was experi-

mentally determined and selected 10 for metal parts and fruit 

and 1 for face recognition. 

The GA applied in this approach generated an initial binary vec-

tor where each bit was associated with a feature: if bit value was 

1, the property was taken into account, and if bit value was 0 it 

was not taken into account. This feature vector was applied to 

the training and test images of the KNN classifier. Input for this 

classifier consisted of training image values, having a correspond-

ence to the class to which they belonged. Output consisted of 

test image classes. The classification error was calculated as the 

percentage of wrong classes. This was repeated until the classifi-

cation error was found to be minimal. 
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The Kappa coefficient was used for the fitness function to con-

solidate the research results; this coefficient has been used in 

several investigations (Alejo et al., 2009; Landis, J. & Koch, G, 

1977; Jeong et al., 2010; Vieira et al., 2010). This value indicated 

the percentage of agreement regarding classification when the 

random part had been eliminated, i.e. it showed how much the 

classification system had improved regarding a random classifica-

tion (Alejo et al., 2009). The error rate was changed by the 

Kappa definition for when designing the second experiment (J.A. 

Cohen, 1960): 

 

(2) 

where        was the percentage of hits and        the coeffi-

cient due to chance. If classes were classified in complete agree-

ment, then K = 1. If the scores were lower than those given by 

chance     . The best performing classifier should then have 

had a larger K (Vieira et al., 2010). 

The GA approach reduces the number of features in addition to 

increasing K, just as in the error rate case. The second term of 

equation (1) was included in the value to be optimised. The KNN 

classifier was used in this experiment again.  

The last stage consisted of classification. The function of a classi-

fier is to divide the space of characteristics representative of 

each pattern associated with a single class or label in many re-

gions (Gómez, L, 2010). 

An ANN was used in this stage; one of the main characteristics 

of an ANN is that they can learn complex nonlinear input-output 

relationships, adapting to the data (Basu J, Bhattacharyya D, 

2010). An ANN can modify the parameters, depending on per-

formance; this makes them suitable for classification (Basu J, 

Bhattacharyya D, 2010). 

The ANN proposed here took the feature vector selected by 

the GA as input and, by training images, it provided interconnec-

tions so that it could perform classification functions with mini-

mal error. 

Experimental framework 

Databases and test parameters 

Two experiments using MATLAB were designed to evaluate the 

proposed approach. The first used the percentage of misclassifi-

cation in the fitness function and the second searched for the 

function that aimed to maximise the Kappa coefficient. The three 

databases (car parts, fruit and faces) were used in both experi-

ments. 

Tests also involved using another optimisation algorithm known 

as sequential forward selection (SFS) which has been widely used 
in the literature (Fuentes et al., 2006), for each case being stud-

ied. The results were compared to GA and SFS in both experi-

ments. ANN results from the classification stage were also pre-

sented and results compared to Fuentes Gibran (2008) whose 

work presented several feature selection methods. 

Twenty neurons were used in the hidden layer, except for hous-

ing quality control which involved 30 and face recognition stage 

involving 40. This characterisation was carried out experimental-

ly. 

The repeated holdout validation method was used for each case 

study, allowing classification error to be estimated. This method 

consisted of dividing the available data in the training and valida-

tion sets by 30% of the data for testing and 70% for training, as 

suggested in Fuentes (2006). 

Twenty repetitions were made for each case when designing  

experiments with the training and test sets for each database. 

Training and test data sets were updated on each repetition, 

keeping the ratio 70%-30% of the total set of images. Experi-

ments involved using a 90% confidence interval. 

Case 1: Car parts 

Two databases consisting of images of metal parts in JPEG format 

had been  previously collected by Quintero (2010). One con-

tained three types of parts (gear wheel, housing and central 

gearbox), aimed at identifying the three classes. The second 

database contained a single type of part but in different states, 

aimed at classifying each part into one of four possible states 

(rejected, accepted, defective or reprocessing part). 

The original feature set was different for each database, because 

they dealt with different processes: recognition and quality con-

trol; 13 features were taken in the first case and 17 in the   

second one, including descriptors of form, statistical moments 

and additional information regarding the parts. 

 
Figure 2.  Examples of a dataset: a gear wheel, housing and gearbox 

To train and test the classifier, 32 images of each class available in 

the database were used. Only the main view of each part was 

used for recognition and quality control to facilitate the above. 

Given the number of parts for training, the classifier parameters 

were set to 10 nearest neighbours for cataloguing a part for a 

class. This involved around half the training samples. The GA 

parameters were determined experimentally (Grefenstette, J, 

1986) by selecting the following: population size 10, number of 

generations limit 100, elite population 2 and crossing factor 0.2. 

Case 2: Fruit 

Fruit images were taken from the Amsterdam Library of Object 

Images (ALOI) database for the second case study; such images 

were in PNG format. Each fruit had several shots by changing the 

rotation every 5º; there were also two different types of images 

for each fruit (Figure 3). The aim was to recognise 4 different 

classes (apple, lemon, orange and strawberry). The uniform 

background and correct lighting facilitated image processing 

 
Figure 3. Examples of a dataset for fruit recognition 
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The original feature set had 23 values, corresponding to       

greyscale shape, texture and statistical moment descriptors. 

Statistics were also taken regarding each RGB plane. 

144 images of each class (available in the database) were used to 

train and test the classifier. Given the number of training images, 

the classifier parameters set 70 nearest neighbours to classify the 

fruit into a class. The GA parameters were selected in the same 

way as for the first database. 

Case 3: Faces 

Images were taken from the AT&T Laboratories (Cambridge) 

ORL database for testing face recognition; this presents varia-

tions in facial gesture and position. Figure 4 shows examples of 

face images. 

The original feature set involved low frequency band wavelet 

coefficients, containing information relevant for recognition 

between classes.  

Wavelet transform is commonly used in face recognition, be-

cause of the information provided for this type of process. Ac-

cording to the results obtained in Fuentes (2008), the 

Daubechies of order 3 and Symlets order 12 were selected from 

different wavelet families. Both had a lower percentage error 

rate and their properties were very similar. 

 
Figure 4. Examples from the faces dataset 

To train and test the classifier, 10 images of each person were 

used for identification and 20 people for recognition (all available 

in the database). As the number of samples per class was smaller 

than the number of classes, 10 pictures of each individual were 

taken for validation, including images used in training. 

As 70% of the images were taken for training, 7 neighbours were 

used in the classifier. The GA was set for the following parame-

ters: population size 80, number of generations limited to 100, 

elite population 2 and crossing factor 0.2. Population size was 

increased because there were more baseline characteristics. 

Results 

Feature selection 

The GA-based approach for each database involved several runs 

in all datasets. 

Car parts dataset 

All runs in the car parts database regarding recognition and 

quality control gave the same value, selecting a set of features for 

minimum error. An average 3.7% classification error was only 

obtained by selecting feature number 7 (part perimeter).  

Several runs were made with gear wheel quality control; 3 fea-

tures were selected for a minimum error (mean, distance be-

tween holes and number of teeth). These characteristics agreed 

with those used for quality control by Quintero (2010). Average 

classification error was 6.25%. 

GA were also used to verify gearbox and housing parts’ quality 

control, classifying classes corresponding to the parts’ different 

states (accepted, rejected, defective and reprocessing). 

Average housing classification error was 3.89%, using 92 training 

images and 27 test images. The three features selected to give a 

minimum error were: number of holes, diameter and the third 

statistical moment.  

The algorithm determined that the effective features regarding 

gearbox quality control were the mean and percentage rusted 

area of the part. A 2.36% classification error was obtained for 

the test images when using these two features.   

An additional test was made for recognising parts; the number of 
classes was increased to 4 (gear wheel, housing and two different 

views of the gearbox piece) to determine whether the number of 

selected features changed (selected features were diameter and 

perimeter). Average classification error was 3.33% using only 

these two characteristics. 

Different features were selected although the three types of part 

had similar patterns regarding quality control for each case. The 

selected features were also different, similarly to including an-

other class in recognition (i.e. descriptors of shape, texture, 

statistical moments and invariant moments). 

Error rates were also analysed for an increased number of classi-

fication features and a case of quality control, taking the best 

results for each subset (Fig. 5.a, Fig. 5.b). 

 
Figure 5.  Error rates cf number of characteristics for: a) recognition of 
parts, b) quality control of parts, c) fruit and d) faces 

As expected, increasing the number of features increased the 

percentage of error regarding recognition since there were 

similar features for classes, thereby hampering more characteris-

tics. Likewise, using fewer features increased the percentage of 

error. 

Fruit dataset 

Only two features were selected from an initial set of 23 (minor 

axis length and third invariant moment). Figure 5.c shows the 

different error rates, when the number of features used in 

recognition were increased.  
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Increasing the number of features meant that error rate also 

increased because some characteristics were similar to several 

classes, thereby hampering their recognition. An average 1.7% 

classification error was obtained in tests by using 400 training 

images and 176 for testing. 

Faces dataset 

The original set of features was large because it concerned a 

series of wavelet coefficients. These coefficients led to good 

recognition of faces. Thus, low error rates were obtained, even 

by using more features (Fig. 5.d). The average error rate was 

7.3% using only 7 coefficients. 

Experiment 1 

A vector of zeros for features was taken as starting point with 

the SFS algorithm. Error rates were compared to reduced fea-

tures and to all of these for each case evaluated and the number 

of features used. 

Figure 6 shows a comparative graph of error rates with reduced 

features by using a GA, SFS algorithm and all the characteristics 

for each case evaluated. 

 
Figure 6. Feature reduction results for different case studies 

Figure 7 presents a comparative graph of the number of features 

selected by the SFS optimisation algorithm and the GA. 

 
Figure 7.  The number of selected features from the SFS and GA 

GA error rates were lower than the results for the SFS algo-

rithm, according to Figures 6 and 7; however, the SFS algorithm 

had a larger reduction in the number of selected features in 

some cases. 

Likewise, tests were performed with an equal amount of features 

selected by the GA, but with a different set. The results for each 

case study are shown in Figure 8, with the minimum values

obtained for different subsets. These subsets were randomly 

selected. 

GA not only reduced the size of the features selected but also 

provided a lower percentage of error (Fig. 8). 

 
Figure 8.  Results with other subsets of features for different cases 

The average error rate and the confidence interval for each case 

study is shown in Table 1, taking into account that 20 repetitions 

were performed to reduce the interval and set a 90% confidence 

level. The results were compared with the KNN classifier, used 

in the GA fitness function and using NN, feeding on the features 

selected by the GA. 

Using ANN in the classification stage improved recognition rates 

in fruit, faces, housing and gearbox by choosing the features 

selected by the GA in Table 1. Confidence intervals overlapped 

regarding gear wheels and the recognition of parts with 3 and 4 

classes; it was thus considered that there was no significant 

difference in the results of two classifiers, for these cases. 

Table 1. Confidence interval error rate for several cases 

Case  

study 

%Error 

(K-neighbours) 

Confidence 

interval 

%Error 

(neural networks) 

Confidence 

interval 

Parts              

(3 classes) 
3.70% 2.5%-4.8% 2.85% 2.4%-3.2% 

Gear 

wheel 
6.25% 5.7%-6.7% 6.23% 5.6%-6.8% 

Housing 3.89% 3.4%-4.4% 2.95% 2.6%-3.3% 

Gearbox 2.36% 1.6%-3.2% 0.34% 0.1%-0.5% 

Parts             

(4 classes) 
3.33% 2.5%-4.1% 2.78% 2.2%-3.3% 

Fruit 1.70% 1.1%-2.2% 0.31% 0.1%-0.5% 

Faces 7.3% 6.8%-7.7% 4.2% 4%-4.4% 

Experiment 2 

The GA selected the same subset of features as in the first ex-

periment, except for face recognition which selected different 

characteristics. 

Figure 9 shows that GA had higher Kappa values for the second 

experiment, compared to the SFS algorithm and with the full set 

of features. 

The results were only the same as the SFS algorithm for gearbox 

quality control and the recognition of three parts. This was 

because a fitness function was used (Kappa coefficient) which 

improved SFS algorithm results, compared to the percentage of 

error as fitness function. 

Landis and Koch (1977) proposed an assessment regarding the 

degree of agreement of classifiers based on the Kappa value; 

values greater than 0.6 would have indicated substantial agree-

ment between predicted and observed data. According to the 

results shown in Figure 11, the GA gave values above 0.9. 
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Figure 9.  Kappa coefficient experiment results regarding feature reduc-
tion for several cases. 

Figure 10 shows that the SFS algorithm in the second experiment 

selected a lower or equal number of features compared to the 

GA. These results were similar to those obtained in experiment 

1 which used fewer features but had higher percentage of error. 

 
Figure 10. The number of features selected from SFS and GA. Kappa 
coefficient experiment 

By taking the same amount of some subsets of features as those 

selected by the GA, the method had better results (Figure 11). 

The GA selected the same characteristics as in the first experi-

ment; classification results obtained with NN are shown in Table 

1. 

 
Figure 11. The results regarding other subsets of features for several 
cases. Kappa coefficient experiment. 

Comparison with other approaches 

Section 1 mentioned results of research regarding image pattern 

recognition. Wavelet transform has been used for feature selec-

tion and NN classification (Fuentes G, 2008); results were com-

pared to other proposed feature selection methods concerning 

faces (Aguilar et al., 2007) (Table 2). 

The same parameters described in Fuentes (2008) were used for 

comparison regarding performance on face recognition experi-

ments with the ORL database. 

Table 2 shows that the proposed method significantly reduced 

the number of features used, having a higher recognition rate. 

Discrete wavelet transform was used in the feature extraction 

stage (Fuentes et al., 2008) and a NN as classifier, with the same 

parameters. 

However, a GA was used with the error rate as a fitness func-

tion to reduce the number of wavelet coefficients to be used by 

the ANN. 

Table 2. Comparison of performance with other selection methods 

Method 
Number of 

features 
% recognition 

Eingenfaces 150 83 

DCT 160 90.67 

FG 108 85.67 

Discrete Walsh transformer 80 75.33 

Eingenfaces + FG 258 92 

Eingenfaces+ FG + discrete Walsh transformer 338 86.7 

DWT (level 3) 168 87.33 

DWT (level 4) 42 88.67 

Proposed method 11 94 

Conclusions 

Given these results, it was concluded that the feature selection 

stage using a GA-based approach eliminated redundant infor-

mation, thereby reducing the number of features for recognition 

and leading to lower error rates. 

The influence of the classifier on GA performance was noted in 

tests. The features in each run were quite different for a single 

neighbour, although sometimes having the same minimum value 

of error. When the number of neighbours was increased, it was 

observed that algorithm performance became uniform and re-

duction more effective. 

The graphs showed a significant reduction in the number of 

features, with misclassification being very low compared to er-

rors by using all the features or more of them. 

The proposed algorithm managed to reduce the feature space 

and ensured optimal selection of features because, in spite of 

using a minimum number of them, error rates lower than such 

performed by the GA could not be achieved with other subsets. 

The relationship between the number of features and the error 

rate showed that increasing feature sets meant an increase in 

classifier percentage of error because the classes tended to have 

similar values regarding certain properties. Error rates remained 

low for face recognition for an increase in the number of wavelet          

coefficients because these coefficients provided good identifica-

tion of faces. 

The SFS algorithm generated a vector having minimum error 

rate, but did not optimise the fitness function. The genetic      

algorithm thus generated population crossing instead of growing 

along a gradient, avoiding concentration in a local minimum and 

then reaching the best solution. 

The Kappa coefficient was also implemented in the GA fitness 

function for analysing the feature selection results. This meas-

urement had also lower error rates and reduced number of 

features. 

The K-neighbour classifier has been seen to be efficient and easy 

to implement; it was used for the fitness function in GA selec-
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tion, leading to low percentages of error being obtained. How-

ever, NN-based approaches were used in the classification stage, 

thereby improving class recognition. The GA-based approach 

selected features effectively and NNs reduced the percentage of 

error. 

The classification stage (involving features selected by the GA) 

improved recognition rates when using a NN approach (Table 1). 

Only in some case regarding parts recognition and gear wheel 

quality control were the results similar to those shown by the 

KNN classifier. 

When comparing the proposed methodology’s performance to 

that of others reported in the pertinent literature regarding face 

recognition, the results were better with a GA-based approach 

in the selection stage and NN in classification as this greatly 

reduced the features used, thereby obtaining higher recognition 

percentage. However, the proposed approach should include an 

additional step after obtaining the wavelet coefficients involving 

GA selection to minimise the number of features fed to the NN. 

This research involved comparative analysis of classifiers, taking 

error rate into account. However, further study should analyse 

computational cost and classifier execution time, taking into 

account that pattern recognition can be applied in real time and 

the hardware involved must involve minimal complexity.  
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