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Abstract—Children with special needs face major difficulties to understand 
the script of stories. They cannot comprehend the words’ meaning properly. In-
structors use different techniques to explain them. They read the script several 
times, use glossy images, symbols, and short clips. The instructors spend a lot 
of time searching for these elements. The preparation of every tutorial requires 
several hours of hard work. The objective of this work is to build a system to 
assist the instructor finding multimedia elements in real time that can be used 
during the learning sessions. The proposed system is based on a domain-
oriented architecture focusing on animals and food. We use different techniques 
for text processing including concept analysis, key words extraction and sen-
tence ranking. We can then determine the most significant words and sentences 
and generate the corresponding multimedia elements. Instructors and children 
can use smart devices in learning inside and outside the classroom. 

Keywords—Keywords Extraction, Multimedia, Ontology, Special Education. 

1 Introduction 

Children with special needs face a significant difficulty to understand the script of 
simple stories [13]. The instructors use different methodologies to explain the story’ 
words to the children that include, reading the sentences several times; designing 
glossy images of the objects and concepts of the story; generating sounds of charac-
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ters (i.e., birds, dogs, camels, etc.) and/or objects (e.g. cars, motorcycles) [1,4,5,9]. 
Finding or developing these items is typically complicated and requires significant 
efforts. The instructors spend hours to find these elements which also may need suit 
all the children in the same classroom where additional elements need always to be 
generated. Developing a system that can receive the story script as an input and auto-
matically generate the corresponding multimedia elements will be of great importance 
for instructors, children and for parents who can use it at home. In this paper, we 
propose a new system based on a domain-oriented architecture to analyse the text and 
generate the multimedia. We create a large corpus that contains hundreds of sentences 
used in stories and categorizes them automatically based on their domains. We pro-
pose a new algorithm that determines the keywords of the script and selects the most 
significant sentences that represent the story. Instructors can then focus mainly on 
these sentences to explain the script. We use several natural language processing 
techniques [6,7,21] to extract the keywords and we link them with multimedia ele-
ments (e.g., images and short clips) fetched from Google search engine. The search is 
performed through Google’s APIs features [8]. The proposed system is intended to 
improve the understanding and communication skills of children with SP and to help 
them understand stories in an enjoyable and entertaining manner. The system is also 
accessible through smart devices (i.e, iPad). 

The remaining of the paper is organized as follows: section 2 discusses the system 
main components; section 3 presents the methodological approach; section 4 conclude 
the paper. 

2 System Components 

2.1 Building a Corpus of Stories 

This corpus will group stories keywords with their associated multimedia elements 
and allows retrieval of the multimedia elements corresponding to a story words and 
sentences. The corpus is enriched automatically by the addition of new scripts. The 
goal of this corpus is to have a resource that groups all terms used in stories along 
with a weighting index indicating their importance to a domain. Whenever a new 
story script is added to the corpus, the terms’ weights are calculated automatically and 
updated. 

2.2 Information Selection and Presentation 

Readers of stories are always looking for the information to flesh out the main 
themes and concepts of the story. Determining the importance of this information is 
an approach that readers use to distinguish between significant data and that which is 
not essential for an understanding of the story, and to decide which parts of the story 
need most attention and focus [3]. Instructors need to systematically educate children 
on how to extract the most significant information of stories they read. The approach 
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proposed in this work provide new means of identifying the main points during read-
ing stories and automatically select the most important sentences of the story for 
presentation to the reader. We can therefore allocate more focus on these sentences to 
be disseminate to children.  

2.3 Visualization and Multimedia to Represent the Story 

A data visualization approach can be used to attract the attention of learners and 
keep them engaged for a longer time. It can also influence their thinking and embed 
the ideas of the story in their mind. In fact, half of the human brain is dedicated to 
processing visual information, meaning that “whenever we present a reader with in-
formation injected with some images, we are reaching them through the mind’s high-
est-bandwidth pathway” [10]. Absorption of important tales via data visualization 
technique is a very powerful manner to increase the understanding of stories [16,20]. 
The approach proposed in this work consists of linking the main concepts of the story 
with various multimedia elements. Instructors can use these elements to explain the 
story more effectively. In addition, they can obtain commentary data whenever need-
ed from Google search engine using its APIs to strengthen the understanding of the 
concepts. In fact, additional resources are always helpful for understanding new ideas. 

3 Related Work 

In the section, we will discuss some works related to sentences ranking and section, 
image retrieval and filtering and conversion of text to multimedia. 

3.1 Sentence Ranking and Selection 

Most of the works on sentence selection revolves around the summarization of 
documents to assist the readers in understanding the main points present in the core 
text with a minimum effort. Automatic text summarization systems use the four 
methods to determine the sentence weights [17]: (1) term frequency weight; (2) cue 
method; (3) position method; and (4) title method. Some of the trainable document 
summarizers use the following features to calculate the weight of the sentence [18]: 
(1) sentence length; (2) cue method; (3) paragraph feature (i.e., position method); and 
(4) uppercase word feature (given that upper-case words are often thematic).  

3.2 Image Retrieval and Filtering Algorithm 

Most of the previous work on image retrieval from search engines depends mainly 
on humans’ selection of the relevant images. While real-time Google and live image 
search, re-ranking rely on images’ annotations or tags. These approaches lead to am-
biguous and some noisy results [19]. In fact, images annotations and keywords used 
in queries are not properly matching. We can then get inappropriate images that 
should be eliminated. 
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3.3 Understanding of Stories Through Multimedia 

Shize et al. [15] proposed an approach that generates image-text timelines for news 
events based on evolutionary image-text summarization. Alternatively, Dhiraj et al. 
[11] presented an approach that automates story picturing based on the mutual rein-
forcement principle. In their work, semantic keywords are extracted from the story 
text and an annotated image database is searched to form an initial picture pool. While 
most of the existing work relies on translating the whole text to relevant images, this 
work selects the most important sentences given the domain in discourse, identifies 
then the semantic relationships between entities, and translates them into images. We 
give then the most representative images to the story script. Our work consists of the 
following components: 

1. Automatic creation of domain-term database: This component intends to create a 
large corpus that hosts children stories and categorizes them based on their do-
mains. Our algorithms can analyze new stories, identify new terms and calculate 
their weights in relation to the domain of discourse. The main goal of this approach 
is to find a way of building the domain-oriented corpus automatically and without 
any human intervention. 

2. Sentence ranking and selection: One of the most significant processes required to 
understand a story is the identification of the most important ideas in the story 
script based on the domain of discourse. To identify the most important concepts in 
the story, our algorithm computes the weights of all sentences in a story and rank 
them. The weight of a sentence depends totally on the weight of terms within the 
story and their relevance to the domain. The calculation of term weight depends on 
two major factors: 
(a) Historical information: the importance of the terms to the story domain; and 
(b) Current information: the importance of the terms within the story. 

3. Image retrieval and filtering algorithm: The approach used in this work allows 
translation of semantic relationships to multimedia using a new image filtering al-
gorithm. Since the proposed system will be used in education, it is highly important 
to ensure that, during the retrieval of images, certain filters must be applied: 
(a) Sensual and pornographic images must be discarded. 
(b) Images that are not related to the topic must be eliminated. 
(c) Images retrieved must appropriately represent the actions of the story. 

4 Our Approach 

This In this section, we will discuss in detail the proposed approach for understand-
ing simple stories.  This approach is divided into two parts: 

(a) Automatic creation of domain-term indexing: building a domain-oriented da-
taset along with methods of feeding it. 

(b) Story text processing and multimedia mapping: using sentence ranking and se-
lection algorithm, pattern recognition, image retrieval and processing together 
in the form of a pipeline process to increase the quality of results. 
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Figure 1, shows the four components of our approach highlighted in blue color 
which are: (1) building a domain-oriented; (2) sentence weighting and selection; (3) 
pattern recognition and role identification; and (4) Google image retrieval and selec-
tion. 

 

Fig. 1. The story script processing phases. 

4.1 Automatic domain-term creation 

This component creates a corpus that hosts a large set of categorized stories based 
on their domains. This component can analyze a new story automatically, extract its 
terms, calculate their weights, and update the corpus as depicted in Figure 2. A major 
challenge when building a corpus is the determination of domain of the selected terms 
to be inserted in the corpus. We build first a simple corpus where the terms’ weights 
are calculated manual or in a semi-automatic manner. Several questions remained 
regarding the determination of the ranking of terms, including: what are the terms that 
represent the story script? How can we assign weights marking the importance of 
these terms to the domain? Based on our proposal, these questions are addressed using 
the document frequency term weighting with slight modification of the formula. 
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Fig. 2. Terms weighting and indexing. 
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Existing terms in documents need to be stored in the INDEXER (i.e. in the corpus 
table) and assigned weights that express their importance within a domain as show in 
Table 1.  

Table 1.  Example of a corpus of keywords with weightings based on domain annotation 

Term Domain Weight 
Eat Animal 1.5 
Eat Food 2 

Meat Food 2 
Zoo Animal 2 
Kid Food 1 

 
A commonly used term weighting method is the normalized document frequency, 

which consists of assigning a high weight to a term if it occurs frequently throughout 
the document. Additionally, a none stop word term that occurs in nearly all docu-
ments within the specific domain has more power and will be given a greater weight. 
Before calculating the normalized document frequency weight of a term in a domain, 
it necessary to know: (1) how many documents are available in the domain (N = 
number of documents); and (2) how many documents of the collection the term oc-
curs in (the document frequency = DF). The following formula is then applied: 

Domain Weight (DW) = 1 + DF / N  

4.2 Sentence ranking algorithm 

One of the most important processes in our approach is the determination of the 
most important sentences of a story given the domain of discourse [31]. The proposed 
ranking algorithm is based on a sentence weighting and ordering technique. We as-
sumes that a given document d is represented by a set of terms {t1,t2…,tn} in which 
every ti is a word that occurs in the document di, and n represents the total number of 
stemmed words in di. The algorithm proceeds as follows: 
(a) Given a document d and a domain D. 
(b) Documents = bags of [unordered] words; a document is composed of terms t1, 

t2,…, tn 
(c) The calculated weight of each term ti in the document ! weight (t,d,D). 
(d) The function therefore requires three inputs to calculate the weight which are: (1) 

Term(t); (2) Document(d); and (3) Domain(D). 
 

The term weight is calculated through three steps using the following: 

1. First, the term frequency tf (ti, di) evaluates all nouns and verbs in the document 
except the stop words. This value represents the number of occurrences of the term 
in the document. 
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2. Second, the domain weight (DW) of the terms (nouns or verbs) is calculated. The 
domain weight shows the importance of the term within the domain as discussed 
previously.  

3. Finally, wi – the combination of these two entities – is calculated. Therefore, di can 
be represented as a specific n-dimensional vector di as follows: di = {w1, w2,..., wn}.  

Wi = tf (ti, di) * DW (ti,D) 

The general framework of sentences ranking and extracting the those that represent 
the main ideas of the story is shown in Figure 3. 

 

Fig. 3. Sentences ranking and extraction. 

4.3 Pattern Recogantion 

The main benefit of using pattern recognition is the ability to automatically identify 
hidden objects, types or relationships that exist in raw data; for instance, the recogni-
tion of location information in text. 

Pattern recognition is the most important stage of the proposed system as it allows 
extraction of the following information that is needed during the multimedia transla-
tion process: 

1. Actions. 
2. Actors (i.e., subject and object). 
3. Location. 
4. Time. 

Most previous systems relied on hand-fashioned patterns, while others learnt auto-
matically or semi-automatically. In this work, we combine the two approaches by 
using the output that has been generated from the chunking process - that is, the 
chunking sequence. ‘Chunking’ is a process of splitting text into syntactically related 
words - for example, “a big tree” is considered as a noun phrase chunk (NP) [14]. 
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The proposed system can identify the following pieces of information: objects, 
places, time and actions that describe the object or places. The goal is to create a clas-
sifier that does not depend on manual annotation. For instance, the following sen-
tence: 

The ugly duckling spent the winter in a marshy pond 
becomes: NP-VP-NP-IN-NP after applying the chunking algorithm. The system 

assigns the role of each chunk as shown in table 2:   

Table 2.  Chunk abbreviation and associated role 

Chunk Role 
NP Object 
VP Action 
IN Empty 
NP Place 

 
Sentences in any language fall into specific number of patterns that determine the 

function or role of nouns, verbs and adjectives. In the English language, there are 
approximately ten patterns that define a sentence structure [54]. The patterns are clas-
sified based on the type of verb used: (a) verbs of being such as ‘is’; (b) linking verbs 
such as ‘seem’; and (c) action verbs such as ‘write’. Sentence patterns can be repre-
sented as a decision tree; Figure 4 shows the classification in a decision tree proceed-
ing from top to bottom. The question asked at each node concerns the property of the 
pattern, and downward links correspond to possible values. Successive nodes are 
visited until a terminal or leaf node is reached, following which the pattern label is 
read.  The decision tree can be expanded to include an indefinite number of levels. 
Each node in the decision tree contains three values: ChunkType; ChildID; and Paren-
tID.  For example, in VP (2,1), VP is a Verb Phrase chunk, 2 is a chunk ID (ChildID) 
within the chunk tree, and 1 is the ParentID of this chunk NP(1,0). 

Fig. 4. Pattern recognition decision tree. 
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After the identification of the pattern ID, the system can assign the role of each 
chunk. Table 3 shows the data model architecture for the pattern recognition and iden-
tification process.  

Table 3.  Data Model Architecture for pattern recognition process for the role identification 

Pattern ID NP! VP NP" 
1 Subject Action N/A 
2 Subject Action Object 
3 Subject Action N/A 
4 Subject Action Object 
5 Subject N/A Adjective 

 

4.4 Translating relationships to multimedia elements 
 

The following filtering algorithm eliminated non-relevant and offensive images 
from the set of retrieved images through Google search engine.  

 
 

Algorithm 1:  Image Filtering Algorithm 
Inputs: 

 (Relationship: subject, action, object)  
Outputs: 

 CANDIDATES 
 // List of top five images 

1: BEGIN 
2: List � 0 
3: While list <= 5 do 
4: RETRIEVE image from Google; 
5: GET Image Annotation Value (Content); 
6: GET Image Annotation Value (Title); 
7:  IF (IMAGEMATCH(Content, subject, action, 

object)  
and IMAGEMATCH(Title, subject, action, ob-
ject)) 

8:  { 
9:  CANDIDATES � IMAGE 

10:  LIST � LIST + 1 
11:  }  
12:  ELSE  
13:  Next  
14: End while 
15: RETURN CANDIDATES 
16: END   
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Algorithm 2:  Matching between subject, action, object and Text 

Inputs: 
(Text, subject, action, object)  
Function IMAGEMATCH() 

0: Matched � FALSE 
1: TOKENSBUFFER      � Tokenize (Text); 
2: ImgcontentStemming �  Stemming (TOKENSBUFFER);   

3: NextSearch    �    "subject"// checking the value in sequence; 
4: FOR Each Token in TOKENSBUFFER DO 
5:  IF (NextSearch.equal("subject")) 
6:  { 
7:   IF ( Stemming[Token] contains subject ) 
8:   nextsearch � "action" 
9:  }  

10:  ELSE  
11:  IF (nextsearch.equal("action") ) 

12:  {  
13:   IF (Stemming[Token] contains action ) 
14:   nextsearch � "object" 
15:  }  
16:  ELSE  
17:  IF (nextsearch.equal("object") 
18:  {  
19:   IF ( Stemming[Token] contains object ) 
20:   Matched � TRUE 
21:   EXIT LOOP 
22:  }  
23: END LOOP 
24: RETURN Matched 

 

5 The System 

The proposed system proved its effectiveness to assist the instructors during the 
learning sessions. The instructors need only to input the text to the system and see the 
sentences with their multimedia elements. Every student is provided with an iPad 
where words and their corresponding multimedia can be seen. The instructor should 
validate the retrieved images before sending them to the children. They can get com-
plimentary images by a simple clique on the words or sentences. The system allows 
personalized learning. In fact, every child will have a dedicated data sets where words 
and images that she/he learnt are stored together. Therefore, whenever a sentence 
occurs in the story text, the system will search first its occurrence in the children’ 
dataset before fetching the images from Google search engine. This approach will 
help the children understand better the new story as the images are presented from 
their prior knowledge. Every time a child learn a new word, it will be stored in the 
data set with its pool of representative images. 
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6 Conculsion  

In this paper, we have proposed a new computerized system that allows special ed-
ucation instructors to convert story scripts to multimedia. The algorithm for keyword 
extraction from story texts can select the most significant words and sentences based 
on the story domain. Our approach is markedly different from the formal concept 
analysis that was used for term extraction; instead, our system allows the user to cre-
ate a new corpus containing story terms annotated with their weights based on their 
domains. This corpus can be enriched automatically by the addition of new stories 
which are analyzed and categorized automatically. Their new terms are inserted into 
the corpus along with their weights, while the weights of existing terms are recalcu-
lated upon each new addition. The text of each story is pre-processed and restructured 
based on the weights of its sentences, allowing the instructor to select the sentences 
that cover the main ideas of the story. These sentences are ranked and presented to the 
instructor to facilitate the learning process. We have also proposed an algorithm that 
can identify the actors and actions in story texts. This algorithm can identify, for in-
stance, that a banana has been eaten by a monkey, or that a lion has attacked a zebra. 
This methodology thus allows queries to be sent to the Google search engine in order 
to retrieve the corresponding multimedia elements – i.e. those that show a real mon-
key eating a banana or a lion attacking a zebra. We have also proposed an algorithm 
to filter the retrieved images from Google in order to exclude offensive or irrelevant 
images. A graphical user interface has been proposed to facilitate the use of the sys-
tem. The instructor can thus input any story text and get as output of corresponding 
multimedia elements, allowing them to simultaneously show the sentences and the 
multimedia elements to their pupil(s). This approach may facilitate the teaching 
methodology and strengthen the learning skills of the children. Initial feedback from 
instructors and readers has been promising. The system allows instructors to improve 
their teaching methodology and reduce the repetition of the lessons and concepts.  
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