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Abstract—3D maps for mobile devices provide more realistic 
views of environments and serve as better navigation aids. 
Previous research studies show differences on how 3D maps 
effect the acquisition of spatial knowledge. This is attributa-
ble to the differences in mobile device computational capa-
bilities. Crucial to this is the time it takes for a 3D map 
dataset to be rendered for a complete navigation task. Dif-
ferent findings suggest different approaches on how to solve 
the problem of time required for both in-core (inside mo-
bile) and out-core (remote) rendering of 3D datasets. Unfor-
tunately, there have not been sufficient studies regarding the 
analytical techniques required to show the impact of compu-
tational resources required to use 3D maps on mobile devic-
es. This paper uses a Support Vector Machine (SVM) to 
analytically classify mobile device computational capabili-
ties required for 3D maps that are suitable for use as navi-
gation aids. Fifty different Smart phones were categorized 
on the basis of their Graphical Processing Unit (GPU), dis-
play resolution, memory and size. The result of the proposed 
classification shows high accuracy. 

Index Terms—3D Map, Graphical Processing Unit, Support 
Vector Machine. In-core rendering, out-of-core rendering. 

I. INTRODUCTION 
Mobile devices, especially smart phones are now able 

to render 3D maps which provide a more realistic view of 
the environment and serve as an improved navigation aid 
[1]. The main advantage of 3D maps is that they enhance 
visual quality and, when used as a navigation aid, improve 
navigation practices [2]. Current mobile device resources, 
combined with increasing wireless networking capabilities 
and Global Positioning System (GPS) receivers, offer 
improved navigational capacities [3]. There is a need for 
computing communities to take advantage of these proper-
ties in order to improve mobile services and enhance spa-
tial knowledge.  

There are many research studies which show the posi-
tive impact of 3D maps on acquiring spatial knowledge 
[4-5]. Some studies also reveal that the use of 3D maps 
aid navigation is directly associated with mobile device 
computational capabilities, mobile device physical struc-
tures and the practice of navigation tasks in both the phys-

ical and virtual worlds [4, 6-9]. Crucial to this, is the time 
it takes for a 3D map dataset to be rendered to a complete 
navigation task [4]. Different findings suggest different 
approaches on how to solve the problem of time required 
for both in-core (inside mobile) and out-core (remote) 
rendering of 3D datasets [4, 7-8]. The majority of studies 
also add that visualization is a major control variable 
needed to solve navigation tasks with the aid of a 3D map 
view [1-9].  

Unfortunately, analytical durations for both in-core and 
out-core rendering with respect to visualization quality of 
3D maps for navigation have been largely neglected. Ana-
lytical model construction and the study of data patterns 
required for 3D map visualization on mobile devices for 
navigation mostly jumped to conclusions [4, 7-8]. Most 
studies agreed that the greater the computational resources 
the better the 3D map visualization navigation aid [4-9].  

This paper utilizes support a vector machine (SVM) al-
gorithm to map the mobile device resources required for 
navigation while using a 3D map. The reason for using 
this algorithm is because it imitates the real-life process of 
demarcating two or more elements for optimization to 
obtain the best solution for understanding the required 
computational resources for a 3D map that is suitable for 
aiding navigation using mobile devices. 

II. RELATED WORK 
Devices to aid navigation aid help people find wherever 

they are going. Although there are a lot of ways for 
providing guides to reach to any location, the most com-
mon approach used is sign indicator, indicating the names 
of streets, an important structure, or sometimes even 
landmarks. This information, when combined with a paper 
2D map, helps persons identify places to a reasonable 
degree. The devices to aid navigation such as in-car GPS 
navigation devices like Garmin or TomTom’s, have 
gained huge support [4]. Such tools typically use 2D and 
3D projection of the upcoming road layout, without sub-
stantial pictorial realism, and without freedom for the user 
to substantially manipulate the perspective [10]. There are 
many other examples of systems that apply different con-
straints and presentation means for the purpose of map 
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navigation [1-4], such as the pictorial realism of satellite 
imagery or 3D view projections, regardless of the means 
for portrayal and view control [9]. Most commonly, how-
ever, others combine 2D maps [4]. All of these approaches 
intend to help circumvent the drawback of paper maps that 
need further description of symbols or legends [4]. 

Technical problems associated with devices designed to 
aid navigation having on-board Global Positioning Sys-
tems (GPS) were addressed in [4, 7-8]. Unfortunately, 
problems with navigation practices are mostly evaluated 
subjectively like, for instance, route choice and crossing 
pedestrian behavior. Navigation was evaluated in urban 
areas by subjective assessment, where it was assumed that 
pedestrians started from one network and traversing to 
another network by selecting consecutive links, then 
drawing to a conclusion [10]. Similarly, the tactical model 
for route choice behavior of a pedestrian’s travel time in 
multidirectional flows is presented in an observational 
experiment [11]. Navigation practices associated with 
navigation aided devices require knowledge of spatial 
orientation and wayfinding [12]. This can be modelled, 
designed and implemented in any system to aid naviga-
tion. The first step requires acquiring the real-life data of 
pedestrian flow to provide a proof of concept, similar to 
the study performed in [13]. After this, an analysis of 
rendering speed (for in-core and out-of-core rendering) 
and download rate or (out-of-core rendering) of the 3D 
map must be perform, similar to the study [14]. Finally, 
implementations of the designed model must be tested and 
evaluated, similar to the study performed in [4].  

There are presently several research studies that show a 
positive impact of 3D maps to spatial knowledge, mobile 
device computational capabilities, mobile device physical 
properties and navigation tasks [4-9]. However, there is a 
present lack of analytical approaches that utilize 3D map 
datasets to investigate the time required for both in-core 
and out-core rendering of 3D datasets or their visualiza-
tion. In general, there is a need for the meaningful predic-
tion of the approximate computational resources mobile 
device require to render 3D maps for navigation aid. This 
is because viewing 3D maps in mobile devices have the 
invaluable potential of providing a greater perception of a 
specific environment, where real-world entities can be 
recognized easily. 

III. RESEARCH METHODOLOGY  

A. Support Vector Machine 
The SVM technique presented in this work deals with 

problems in classification, regression analysis and fore-
casting under linear supervised learning [15]. It involves 
classifying two or more classes of samples sets within the 
training set by producing the optimal hyperplane between 
them.  The optimal hyperplane is one that has the maxi-
mum distance between the two sample classes in the mod-
el [16]. Training SVM is equivalent to a linear constrained 
quadratic programming problem which translates to the 
exceptional and global optimum. The optimum solution 
obtained by SVM for any given problem is highly associ-
ated on support vectors [17]. SVMs have demonstrated 
acceptable performance when compared with other meth-
ods, especially when used for classification [18]. Figure 1 
shows how SVM works.  

Suppose from Figure 1, that two sets of samples classes 
are given,  (black sample and blue sample)  within  the x, y 

 
Figure 1.  Support Vector Machine 

plane that require classification using SVM. Principally, 
SVM will design a hyperplane between (class black and 
class blue) as it classifies all training vectors into two 
classes by means of a linear discriminant function: 

g
!
x( ) = !!..!xi +b .   (1) 

Here 
!
x represents the input of a feature vector, 

!
! is the 

weight vector, and b is a constant. Thus, it is a linear 
function in a two dimensional space. In figure 1, the two 
dashed lines and one solid line represent the hyperplanes 
which can correctly classify all the instances in the sample 
set, but the best choice will be the hyperplane that leaves 
the maximum margin for both classes. The best margin is 
the distance between the hyperplane and the closest sam-
ple from the hyperplane (z1 and z2).  If the hyperplane 
defined by equation 1 is: 

 g
!
x( ) !1, "

!
x # class black   

it will deliver values greater than 1 for all the input vec-
tors which belong to the class black. On the other hand 
 g
!
x( ) ! "1, #

!
x $ class blue   

it will deliver values smaller than -1 for all values be-
longing to class blue. This implies that if every training 
sample belonging to the sample of class black starting 
from the initial value 

!
! andb  is greater than zero, it 

satisfies the class, or 
!
! and b  is modified in such a way 

that the position of the hyperplane is moved to the positive 
side. Thus, for every vector, there is iy  such that 

1iy = +  represents a positive sample and 1iy = !  rep-
resents a negative sample. If the distances (z1 and z2) to 
the closest elements are at least 1, the modulus is 1, since 
the aim is to maximize the distance from the hyperplane 
separating the boundary from each of the feature vectors. 
Thus, setting a margin !  as the measure of distance of 
the separating hyperplane and considering the equation 
from the geometry, the distance between a point and a 
hyperplane is computed by equation 2 as;  !w.!xi +b!

!
!"    (2) 

The decision is independent of the scaling factor ap-
plied to!

!
, thus scaling equation 2 will yield equation 3  
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!w.!xi +b !!.
!
"   (3) 

As a matter of scaling !. !"  can be equal 1, therefore, 

equation 3 becomes equation 4  !w.!xi +b !1     (4) 
In this case, for every vector, there is a condition that  

!w.!xi +b !1  if 
!
x ! class black  

!w.!xi +b !1  if 
!
x ! class blue  

Therefore, the total margin which corresponds to the 
hyperplane will be computed by equation 5. 

1
!
!
+
1
!
!
=
2
!
!

   (5) 

To extract the support vectors from the training vectors, 
the most reliable hyperplane should be positioned where 
both sides’ feature vectors are greatly influenced by the 
support vectors. !x  is the support vector when equation 6 
is equal to 1. 

yi
!w.!xi +b( ) =1 ,  (6) 

Therefore, from equation 2, the margin has to be as 
great as possible over the distances to obtain the support 
vector. This can be done by minimizing !! and maximiz-
ing !w.!xi +b . Thus, the aim of minimization here is to 
maximize the margin that will split the two classes equal-
ly. Minimizing the weight vector 

!
! in equation 2, leads to 

a nonlinear optimization task; this can be solved by the 
Karush-Kuhn-Tucker (KKT) conditions, using Langrange 
multipliers. However, using equation 6 as the constraint 
for the support vector can minimize the weight vector

!
! . 

Since this is a constraint optimization problem, it can then 
be converted into an unconstrained problem by using 
Langrange multipliers i!  in equation 7 and then opti-
mized; 

L !!,b( ) = 12
!
!. !!( )! !i yi

!
!.!xi +b"# $%!1"

#
$
%&  (7) 

The optimization can be done by taking the derivative 
of Langrange multipliers with respect to 

!
!  andb . 

Therefore, taking the derivative of Langrange multipliers 
with respect to the weight vector 

!
! is  

!
! = "i .yi .

!
xi

i=1

N

!   (8) 

Here,N represent the number of training samples. 
Thus, taking the derivative of Langrange multipliers with 
respect to b gives 

1
0

N

i i
i

y!
=

="    (9) 

Here, N represents the number of feature vectors 
which are given for designing the classifiers. Putting equa-
tion 8 into equation 7 gives the Langrange multipliers 
expression in equation 10. 

!i !
1
2

!i! j yi!
i=1

N

! y j
!
xi .
!
x j( )     (10) 

In order to design the Langrange multiplier expression, 
one has to maximize with difference values of i! , which 

are the Langrange multipliers, and they have to be posi-
tive. For this, the first constraint suitable will be 0i! "  
and the other constraint is equation 9. Thus, Langrange 
multipliers 0i! =  indicate that the corresponding training 
feature vector 

!
xi is not a support vector. If Langrange 

multiplier 
i!  is very high, the corresponding training 

feature vector 
!
xi has a great influence over the decision of 

the boundary hyperplane. Otherwise, it might be affected 
by outliers and becomes extraordinarily high.  

Using equation 8, the classification decision will be for 
an unknown z where ( )d z  is the computation of .z!  

through the sign expression ! j y j
!
x j .z +b

j=1

N

!
"

#
$$

%

&
'' . If the 

sign is positive, it is classified to class black; otherwise, 
class blue. Therefore, the value of b  is obtained by equa-
tion (11) 

1
2

min !i! yi
!
xi ..
!
x j( )( ) i yi = +1( )+

max !i! yi
!
xi ..
!
x j( )( ) i yi = "1( )

#

$

%
%
%

&

'

(
(
(

       (11) 

 

One of the key features of a support vector machine is 
its ability to let !

!
in equation 8 andb in equation 11 into 

the sign expression ! j y j
!
x j .z +b

j=1

N

!
"

#
$$

%

&
''  for classification 

of an unknown feature vector set. Importantly, where 
there are multiple class problems, there is a need for mul-
tiple numbers of support vector machines [19]. 

B. Dataset and Preprocessing 
This research considers using modern smartphones 

available in the market. The key feature for selecting a 
smartphone for this work is a programmable GPU unit, 
which is responsible for graphic rendering, although many 
smartphones possess low-powered mobile GPUs, which is 
a sign they have poor volumetric data visualization. Alt-
hough high powered GPUs might still be affected by poor 
visualization when the amount of 3D mesh is too large to 
obtain sufficient frame rate on mobile device and also if 
the rendering is on mobile low-power devices this will 
obvious lead to poor visualization as well [20]. Consistent 
with these issues, this research utilized fifty smartphones 
and proposes an optimal classification of the resources 
required for rendering 3D maps for both in-core and out-
of-core to mobile devices. With due consideration to [21] 
which reports that “recent advances in sensing and soft-
ware technologies enable us to obtain large-scale, yet fine 
3D mesh models (nearly 2 ! 107 input triangles)”, 
smartphones sizes, resolution and memory are the con-
straint functions and GPU is the objective function. Thus, 
7 smartphones out of the 50 which were chosen for this 
research are presented in Table 1. 

The 50 samples were further preprocessed. It is im-
portant to note that the size values are in inches and the 
resolutions are the display pixels relative to the screen 
sizes of the smartphones. These values were calculated by 
taking the product for each smartphone. The GPU values 
were acquired by their clock speed values, which are simi-
lar  to  size attributes.  Finally, the memory reported is the 
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TABLE I.  SMARTPHONE VISUALIZATION PROPERTIES 

Smart-Phone Size 
(inch) 

Resolution 
(pixel) 

GPU 
(MHz) Memory 

HTC One X + 4.7 720 x 1280 520 1GB 
iPhone 6 Plus 5.5 1080 x 1920 475 1GB 
Samsung Galaxy S6 edge+ 5.7 1440 x 2560 772 4GB 
LG Nexus 5 4.95 1080 x 1920 450 2GB 
Nokia Lumia 730 Dual SIM 4.7 720 x 1280 450 1GB 
Sony Xperia Z3+ 5.2 1080 x 1920 450 3GB 
BlackBerry Z10 4.2 768 x 1280 400 2GB 

 

internal memory of each smartphone used. The distribu-
tion of parameters were calculated by normality test (see 
Figure 2).  

The screen size dataset attest to a good normal distribu-
tion when compared to the rest. The majority of 
smartphone screen sizes range from 4 to 6 inches. Howev-
er, there is a huge disparity in the distribution of memory 
and resolution. GPU distributions are relatively good. 
These distributions suggest that there is variability among 
the key computational resources required for 3D map 
rendering. Therefore, this research proposes classifying 
computational resources based on the GPU. Hypothetical-
ly, high powered programmable GPU units are directly 
associated with high resolution and memory. The result of 
testing this relationship will have a huge impact on deter-
mining the future screen size of mobile devices with 3D 
maps for navigation aid. Currently, 3D maps are mostly 
on smartphones with different screen sizes ranging from 
small, medium to large. Small sizes range from (3 - 4.9 
inches, medium (4.5 - 5.9 inches) and large (greater than 6 
inches), based on findings from [22-23]. Therefore, the 
normality of the dateset pertaining to this classification is 
presented in Figure 3, 4 and 5.  

There is some deviation to the normal curve among the 
three GPU classifications used (see Figure 3). The low to 
medium size GPU were greater than the high powered 
GPU size. However, the gaps between them are greater 
than for memory (see Figure 4). This indicates that the 
majority of the memory sizes were relatively the same. In 
terms of screen size (see Figure 5), there are different 
ranges which are of almost the same in size with little 
difference. The classes of resolutions show that the major-
ity of the devices are in low resolution class (see Figure 
6), whereas the medium and large resolutions classes are 
very low. 

 
Figure 2.  The distribution curve of experimental parameters, the top 
left is for GPU, the top right is for Memory, the bottom left is Screen 

Size and bottom right is Resolution 

 
Figure 3.  GPU classification over the samples of the smartphone 

devices 

 
Figure 4.  Memory classification of the smartphones sampled  

 
Figure 5.  Screen size classification of the smartphones (small, medium 

and large) sampled 

 
Figure 6.  Resolution classification of the smartphones (small, medium 

and large) sampled 
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Figure 7.  The proposed experimental framework 

IV. EXPERIMENT 
The proposed experimental process is presented in Fig-

ure 7. The experiment was carried out with the IBM SPSS 
Modeler Version 15 on a DELL Inspiron 15 with 4Gb 
RAM, 500 GB HDD, 64- bit OS, Intel (R) Core (TM)2 
Duo CPU @ 4.00 GHz.  

The experiment was carried out after preprocessing the 
dataset. The loaded experimental dataset was partitioned 
into training and test datasets. This process was repeatedly 
taken in order to ensure consistent findings. Therefore, the 
dataset was partitioned into several ratios for the experi-
ment. 

The first partition used for the experiment was a ratio of 
50% for training and 50% for testing. The four subsequent 
partition ratios were set to have the training data number 
greater than the test dataset [24] in ratios of (60% - 40%), 
(70% - 30%), (80% - 20%). The data were explored to 
ensure all attributes were in their correct respective col-
umns as expected. Simulations were carried out on the 
dataset using SVM, which adheres to the procedure de-
scribed in section 3.1., SVM parameters 

V. RESULTS  
The results of the simulations from four different parti-

tioned datasets are presented in this section. SVM for 
classification was performed for both the target and pre-
dictors. The GPU class is determined by three attributes 
(screen size, resolution and memory) to produce the pre-
dicted results at different levels of the experiment. The 
performance accuracy at four different partitioned datasets 
of the model is presented in Figures 8 to 11. 

Figures 8-11 presents performance of the experiments 
observed on different grouping of dataset. The data show 
that the performance on group of dataset with the 70% - 
30% and 80% - 20% partitioning ratios for training and 
testing is the same. The best performance was obtained in 
the experiment with 60% - 40% dataset partitioning ratio. 
Because computational time is an important performance 
metric, the computational time for the entire experiments 
was fast, measure in milliseconds. The minimum experi-
mental error for training in all the scenarios was relatively 
the same when compared to experimental error for testing. 
The maximum error at which the experiments were car-
ried out is shown in Table II. The mean error and the ab-
solute mean error were almost the same in all cases. The 
linear correlations in all cases were positive and ranges 
between “0.21 to 0.69”. The highest value was obtained 
with partition ratio 60% - 40%. 

 
Figure 8.  Performance of SVM on training-test (50%-50%) 

 
 

Figure 9.  Performance of SVM on training-test (60%-40%) 

 
Figure 10.  Performance of SVM on training-test (70%-30%) 

 
Figure 11.  Performance of SVM on training-test (80%-20%) 

Results indicate that at a 60% - 40% partition ratio, the 
predicted values produce the best outcomes, although it is 
customary to find that model performance might be better 
on the training dataset compared to the test dataset [25].  
Thus, performance of a model might not be stable based 
on the aggregate of the modelling process. Based on this 
the results of the proposed SVM classification of the 
GPUs with respect to memory, screen size and resolution 
of mobile device were obtained. The target and predicted 
outcomes for the 10 entries chosen are presented in Table 
III. 

The proposed classification of the GPUs based on dif-
ferent mobile device used for this research agrees with the 
fact that GPUs are used with CPU in an order. The higher 
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TABLE II.   
EXPERIMENTAL RESULTS ON THE SMARTPHONE DATASETS 

Partition Tr_50/50 Te_50/50 Tr_60/40 Te_60/40 Tr_70/30 Te_70/30 Tr_80/20 Te_80/20 

Minimum Error -249.233 -151.16 -249.433 -152.935 -249.364 -96.054 -249.364 -96.054 
Maximum Error 317.435 249.602 314.135 248.051 313.585 247.926 313.585 247.926 
Mean Error -4.583 27.468 8.485 10.207 6.19 16.665 6.19 16.665 
Mean Absolute Error 83.843 71.055 86.071 64.487 84.259 61.264 84.259 61.264 
Standard Deviation 121.828 103.35 121.748 101.056 117.82 103.95 117.82 103.95 
Linear Correlation  0.671 0.339 0.699 0.214 0.63 0.214 0.63 0.214 
Occurrences 27 23 31 19 36 14 36 14 
TR=TRAINING, TE = TESTING 

TABLE III.   
THE RESULT OF CLASSIFICATION EXPERIMENTS 

Target  Experiment Predicted  
400 1_Training 450.822 
320 1_Training 449.13 
520 1_Training 449.77 
400 2_Testing 450.851 
320 1_Training 449.131 
384 1_Training 449.001 
400 2_Testing 450.696 
450 1_Training 450.69 
450 1_Training 449.13 
400 1_Training 452.921 

 
the problem which CPU handles the higher the GPU re-
quires to make similar load of computation possible. This 
also depends on other variables as well. This research in 
particular considered event for 3D map  navigation is the 
service at hand. The range of predicted values in Table III 
is within 450MHz, demonstrating that GPUs of such 
ranges not only can speed up the processing by paralleliz-
ing the problem, but can also reduce memory transfer 
from the main memory 

VI. CONCLUSION 
This research proposes the classification of computa-

tional resources necessary for 3D maps that can be used in 
mobile devices aiding navigation. This proposition comes 
from previous research studies that show differences in 
mobile device computational capabilities affect the use of 
3D maps in mobile devices as a navigation aid. The moti-
vation for the work is based on the fact that analytical 
study of 3D map navigation systems for mobile devices 
has been largely neglected. As a result, this research uses 
SVM to analytically classify mobile device computational 
capabilities required for 3D maps that will be suitable for 
use as navigation aids. Screen size, resolution and 
memory were evaluated with different GPUs to support to 
determine how efficient a navigation service they could 
provide. The classification used samples of fifty different 
smart phones. The performance and classification accura-
cy in both training and test dataset was adequate. In gen-
eral, the proposed classification was found to be accurate 
on the SVM experiment. These results are significant and 
will help mobile navigation aid designers and developers 
and computational communities at large better understand 
the required computational resources for 3D mobile maps. 
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