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Abstract—In recent years, computer science has advanced exponentially, 
helping significantly to identify and classify text extracted from social networks, 
specifically Twitter. This work identifies, classifies, and analyzes tweets related 
to real natural disasters through tweets with the hashtag #Nat-uralDisasters, using 
Machine learning (ML) algorithms, such as Bernoulli Naive Bayes (BNB), Mul-
tinomial Naive Bayes (MNB), Logistic Regression (LR), K-Nearest Neighbors 
(KNN), Decision Tree (DT), Random Forest (RF). First, tweets related to natural 
disasters were identified, creating a dataset of 122k geo-located tweets for train-
ing. Secondly, the data-cleaning process was carried out by applying stemming 
and lemmatization techniques. Third, exploratory data analysis (EDA) was per-
formed to gain an initial understanding of the data. Fourth, the training and testing 
process of the BNB, MNB, L, KNN, DT, and RF models was initiated, using 
tools and libraries for this type of task. The results of the trained models demon-
strated optimal performance: BNB, MNB, and LR models achieved a perfor-
mance rate of 87% accuracy; and KNN, DT, and RF models achieved perfor-
mances of 82%, 75%, and 86%, respectively. However, the BNB, MNB, and LR 
models performed better with respect to performance on their respective metrics, 
such as processing time, test accuracy, precision, and F1 score. Demonstrating, 
for this context and with the trained dataset that they are the best in terms of text 
classifiers. 
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1 Introduction 

Natural disasters have increased the frequency of their manifestations in various 
parts of the world, with climate change as one of the main causes [1]. According to the 
United Nations Office for Disaster Risk Reduction (UNDRR) [2], this problem has 
generated an increase in the frequency and magnitude of natural disasters. Natural dis-
asters are natural phenomena that generate great human and material losses [3]. There 
are several types of natural disasters, each of which can cause different damages, de-
pending on the type and intensity of the phenomenon [4]. According to the UNDRR [5] 
between 2000 and 2019 there were more than 7,348 recorded natural disasters, which 
caused the death of approximately 1.23 million people, affected more than 4.2 billion 
people, and caused the loss of US$2.97 trillion in the world economy. The magnitude 
of the damage caused by these phenomena is of greater impact if there is no early warn-
ing system; risk indicators contribute to the reduction of human, material, financial and 
economic losses [6]. However, developing countries are the most affected since they 
do not have warning and prevention systems and are not prepared for disasters [7]. A 
clear example is what happened in Haiti in 2010 [8], where there was a seismic move-
ment with a magnitude of 7 on the Richter scale, which caused multiple serious dam-
ages such as 200,000 human losses and 65% of buildings being destroyed. 

Social networks as a means of information in the face of natural disasters are of great 
importance [9], [10] because they allow the sending of information content in real-time, 
and in many cases, they have been useful in various disasters that have occurred in 
recent years [11], [12]. Currently, the scope that technology has reached in society in 
terms of social networks, has become a means of information sources, which provides 
the reality of different events occurring in various parts of the world [13]. The pro-
cessing and analysis of these social data in networks can provide specialists with a 
greater overview to understand the effectiveness of these situations [14]. One of the 
largest social networks in providing big data sources as a means of information is Twit-
ter [15], in this social network daily millions of people around the world make updates 
of all the events happening in their environment [16]. However, not always the infor-
mation provided by Twitter users is completely true [17], many times distorted, or false 
news has been made, which has only led to misinformation among other people [18]. 
Therefore, the objective of this work is to identify, classify and analyze the Tweets 
related to real natural disasters through publications with the hashtag #NaturalDisasters, 
using ML algorithms, such as BNB, MNB, LR, KNN, DT, and RF. These ML algo-
rithms are used to classify the class or category to which a given tweet belongs, these 
algorithms are trained with previously labeled data[19], where each tweet is associated 
with a certain class or category. 

This paper is organized as follows: section 2 describes the works related to the topic 
of study: BNB, MNB, LR, KNN, DT, RF, and natural disasters. Section 3 presents the 
work methodology and case implementation. Section 4 presents the results obtained 
and discusses them. Finally, Section 5 presents the conclusions of the work. 
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2 Related work 

At present, natural language processing (NLP) has made great advances, because of 
which exceptional models have been developed [20], including the application of ML 
models in various prediction research, which has obtained efficient results. 

In the research [21] the authors propose a computational model using ML for the 
purpose of predicting weekly rainfall, where they used recurrent neural networks 
(RNN) to perform the training process of the data, which obtained efficient results in 
the testing process. Similarly, researchers [22] authors developed a model to predict 
and label rainfall warnings by using classification models. In addition, the effectiveness 
of ML algorithms was compared, demonstrating higher effectiveness than MLP classi-
fier. Also, in research [23], a prediction model was developed against emergency events 
of 4 types by employing the BERT-Att-BiLSTM model. Classification algorithms are 
a category of ML that learn from a training dataset containing labeled features and then 
use these learnings to make predictions on new data. For example, in [24], they imple-
mented a sensor on Twitter to monitor natural disasters, where they tokenized the words 
in tweets to transform them into word embeddings, then used biLSTM and a conditional 
random field (CRF) output layer to increase the classification accuracy. Similarly, in 
the manuscript [25], the authors developed an automated system to monitor natural dis-
asters using Twitter data, where they made a connection to the Twitter API and em-
ployed the NLTK tool for the filtering process, which had 93% algorithm efficiency. 
Likewise, in [26], an analysis was performed by extracting tweets for natural disaster 
behavior facilitation, in addition to comparing three classifiers: LSTM, BiLSTM, and 
Bert, to obtain the best extraction method. Similarly, in the following manuscript [27] 
where the authors performed an analysis of KNN, LR, RF, and DT Tweets to identify 
and categorize in greater detail the damage caused by disasters. Similarly, this research 
[28] developed a model to detect events in crisis situations through Twitter data, where 
they performed the combination of CNN and LSTM, in addition to performing a com-
parison with KNN and RF models among the results, it was obtained that the RF and 
KNN model has a better performance rate than LSTM, and even performs better than 
the traditional SVM model. Similarly, in paper [29] developed a model for event detec-
tion during a disaster situation by Twitter using ML algorithms, such as RF, DT, and 
perceptron. Finally, in this work [30] a model for Twitter text analysis for disaster re-
source management was performed, where they incorporated a hybrid model with ML 
and CNN algorithms, resulting in reasonable accuracy and proving to be useful during 
these natural crises. 

3 Methodology 

This chapter presents the theoretical basis of the BNB, MNB, LR, KNN, DT, and 
RF algorithms. The procedure to classify and analyze tweets related to real natural dis-
asters through the publications with the hashtag #NaturalDisasters, using ML algo-
rithms. For which the following process is followed: import and loading of the dataset, 
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exploratory analysis of the dataset, data cleaning process, training of the models, and 
finally, testing of the algorithms. 

3.1 Bernoulli Naive Bayes  

It is a probabilistic classification model and uses the NB theorem to determine the 
probability that a record belongs to a given class. It is a variant of Naive Bayes that is 
used in cases where the predictor variable is binary[31]. The naive assumption of Naive 
Bayes refers to the assumption that the features are independent of each other. This 
algorithm is efficient in terms of training time and memory and is commonly used in 
text classification. This model is used to classify binary data into two categories [32]. 
The BNB model is represented in equation (1). 

 𝑝𝑝(𝑥𝑥) = [𝑋𝑋 = 𝑥𝑥] =  {𝑞𝑞 = 1 − 𝑝𝑝            𝑥𝑥 − (0,1)} (1) 

3.2 Multinomial Naive Bayes  

It is a classification ML model that is generally used to predict the membership of 
an object to one of several categories based on its features. This model assumes that the 
features are independent and follow a multinomial distribution. It is mainly used in text 
analysis and document classification but can also be applied to other types of data [33]. 
The idea behind the MNB model is to calculate the a priori probability of each class 
and the conditional probability of each feature given a class, and then combine these 
probabilities to predict the most likely class for a given object. The MNB model is 
represented in logarithmic space with equation (2). 

 𝑙𝑙𝑙𝑙𝑙𝑙𝑷𝑷𝒓𝒓(𝐶𝐶𝑘𝑘|𝑾𝑾)𝛼𝛼 𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝(𝐶𝐶𝑘𝑘) + ∑ 𝒘𝒘𝑖𝑖
𝑛𝑛
𝑖𝑖=1 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝(𝑤𝑤𝑖𝑖|𝐶𝐶𝑘𝑘)  (2) 

3.3 Logistic regression 

Is an ML model used for the binary classification of data. It is used to predict one of 
two possible categorical outcomes (e.g., yes/no, true/false) based on a set of predictors 
[34]. The output of RL is a probability that maps to a binary prediction (0 or 1). The 
LR is a form of generalized regression analysis that fits the data by applying a sigmoid 
logistic function on the linear combination of predictor variables [35]. The LR has a 
method with parameters for the distribution PY| X where Y is a discrete value and 
X=x1...xn is a vector with continuous values. The model is represented in equations (3) 
and (4). 

 𝑃𝑃𝑃𝑃 = 1|𝑋𝑋 = 1
1+𝑒𝑒𝑒𝑒𝑒𝑒𝑤𝑤

 𝑜𝑜+ � 𝑊𝑊i𝑋𝑋𝑖𝑖
𝑛𝑛

�̇�𝑙=1

 (3) 

 y 
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 𝑃𝑃𝑃𝑃 = 0|𝑋𝑋 =
𝑒𝑒𝑒𝑒𝑒𝑒𝑤𝑤

 𝑜𝑜+ � 𝑊𝑊i𝑋𝑋𝑖𝑖
𝑛𝑛

�̇�𝑙=1
1+𝑒𝑒𝑒𝑒𝑒𝑒𝑤𝑤

 𝑜𝑜+ � 𝑊𝑊i𝑋𝑋𝑖𝑖
𝑛𝑛

 �̇�𝑙=1

 (4) 

The LR parameter W is selected by maximizing the conditional likelihood of the 
data. It is the likelihood of the Y values observed in the training data. The constraint is 
represented in equation (5). 

 𝑤𝑤 ⇐ 𝑎𝑎𝑎𝑎𝑙𝑙𝑤𝑤       𝑚𝑚𝑎𝑎𝑥𝑥∑ 𝑙𝑙𝑙𝑙 𝑃𝑃��������� 𝑃𝑃𝑙𝑙�𝑋𝑋1,𝑊𝑊 (5) 

3.4 K-Nearest neighbors 

KNN is a model that relies on summary statistics such as median, and mode to make 
decisions, which means it is less sensitive to the shape of data distribution. This model 
works by comparing a new observation with the nearest observations in the training 
data set. Classification or prediction is performed by assigning the most common class 
or value among the K nearest neighbors. The quantity K is chosen beforehand and af-
fects the accuracy and complexity of the model [36]. KNN is a simple and easy-to-
implement algorithm, but it can be costly in terms of time and memory for large data 
sets. The model is represented in equation (6). 

 d(𝑥𝑥,𝑦𝑦) = �∑ (𝑦𝑦𝑖𝑖 − 𝑥𝑥𝑖𝑖)2𝑛𝑛
𝑖𝑖=1  (6) 

3.5 Decision tree 

The DT is an ML model that represents a series of decisions based on certain condi-
tions, in the form of a tree. Each internal node of the tree represents a test of a feature, 
and each leaf represents a class or an output value. Classification or prediction is per-
formed by following the path through the tree from the root to a leaf based on the results 
of the tests at the internal nodes, as shown in Figure 1. The DT is an effective way to 
visualize and explain the logic behind decision making and is widely used in a wide 
variety of applications, including market research, risk management, and medical diag-
nosis [37]. 
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Fig. 1. Decision tree algorithm diagram 

3.6 Random forest 

RF is a supervised learning ML model based on decision trees. It works by creating 
a set of decision trees and combining them to produce a more accurate and robust pre-
diction than a single decision tree. Instead of building a single complete decision tree, 
RF builds multiple trees from random subsamples of the training data set and performs 
voting to determine the final class or output value. RF is known for its ability to handle 
features with high dimensionality and correlation and is very effective for tackling clas-
sification and regression tasks [38]. In addition, RF can provide a measure of feature 
importance, which makes it useful for feature selection and interpretation of the results. 

 
Fig. 2. Random Forest algorithm diagram 

3.7 Understanding data 

Natural disasters are natural phenomena that generate great human and material 
losses. There are several types of natural disasters, each of which can cause different 
damages, depending on the type and intensity of the phenomenon. However, under-
standing the data from these types of events is an important process in data analysis and 
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decision making. It consists of examining, cleaning, transforming, modeling, and visu-
alizing the data to obtain valuable and useful information. It is important to understand 
the data to identify and classify patterns, trends and relationships that can be useful for 
analysis and decision making. For this work, a total of 122k tweets related to natural 
disasters were used, extracted from Twitter with the hashtag #NaturalDisasters. This 
with the purpose of analyzing and classifying the key words in the tweets without dis-
asters and the tweets with disasters. For which ML algorithms are used, such as: BNB, 
MNB, LR, KNN, DT, RF, to determine which of these are more accurate classification 
and present better performance. The extracted data set is composed of the following 
attributes, as shown in Table 1. 

Table 1.  Dataset attributes 

# attribute Non-Null Count Dtype 
0 Id 7613 non-null Int64 
1 Keyword 7552 non-null object 
Test3 28 30 41 
2 Location 5080 non-null object 
3 Text 7613 non-null object 
4 target 7613 non-null Int64 
Dtypes: int64(2), object(3) 

 
To understand the data, it is very important to perform a keyword analysis, as this 

allows to identify keywords that describe important tweets and trends. Also, this anal-
ysis allows to improve the classification efficiency to identify patterns and doing a key-
word analysis on the Tweets is a crucial step to obtain understandable information from 
the dataset. As shown in Figure 3 the keyword distribution of non-disaster related 
Tweets, and in Figure 4 the keyword distribution of disaster related Tweets. 

 
Fig. 3. Keyword distribution in non-disaster-related tweets 
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Fig. 4. Distribution of keywords in Tweets about disasters 

The locations of disaster Tweets depend on several factors, such as magnitude, ac-
cessibility to the area, and availability of technology. In general, most Tweets are ex-
pected to come from urban areas, where technology and connectivity are available. 
Therefore, it is important to know the location of the Tweets to decide on the inclu-
sion/exclusion of this attribute. Figure 5 shows the locations that are mostly recorded 
in the Tweets. 

 
Fig. 5. Distribution of locations in disaster tweets 

3.8 Data cleaning and processing 

This section proceeds with data cleaning, a crucial step in data analysis, as it aims to 
prepare the data for analysis. This process involves correcting errors, removing dupli-
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cate data, removing missing values, converting to uppercase, cleaning special charac-
ters, removing punctuation, removing empty words, then applying stemming and lem-
matization techniques, this process helps to find the base form of each word in the dic-
tionary and reduce it to its lemma form. For example, "running" would be reduced to 
"run" or incomplete words such as "corr" would be reduced to "run". 

3.9 Exploratory data analysis 

The EDA is a crucial process for data analysis that provides an initial in-depth un-
derstanding of the data and a solid foundation for further analysis. It includes data vis-
ualization before training models, descriptive statistics, and trend analysis. With this 
technique, it is possible to identify outliers, patterns, and relationships in the data. For 
this case, data such as frequency of Tweets, trends in Tweets, and sentiments in tweets 
are explored. Also, ML models are selected, such as BNB, MNB, LR, KNN, DT, and 
RF, which are the most suitable to solve the stated problem. Similarly, the data set for 
training and another set to evaluate the accuracy of the model are also divided. Also, in 
this section the metrics are selected, such as: Precision, accuracy, sensitivity or recall, 
specificity, F1 Score, ROC Curve and loss. These metrics are the most used to evaluate 
the performance of ML models, and the result will depend only on each model. A very 
important point before training is to identify the most relevant or representative words 
to better understand the context and content of the data, and for this purpose the 
Wordclouds are used, as shown in Figure 6. This helps to make informed decisions on 
how to classify the data and how to fit your model. Since Byesian algorithms such as 
BNB and MNB, are classification algorithms and assume their independence among 
features. Meanwhile, the LR algorithm is used to predict categorical variables. The DT 
algorithm is a supervised learning algorithm that models decisions and relationships 
between variables. The RF algorithm uses a combination of decision trees that improve 
the accuracy and stability of the model. 

 
Fig. 6. Word cloud of Tweets on disasters 
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3.10 Model training and testing 

The training process consists of feeding the model with a large dataset and adjusting 
the model parameters so that it can make accurate predictions on the input data. In this 
work, the following models will be trained: BNB, MNB, LR, KNN, DT, and RF, with 
the purpose of analyzing and classifying keywords in tweets without disasters and 
Tweets with disasters, using a total of 122k Tweets related to natural disasters extracted 
from Twitter with the hashtag #NaturalDisasters. Each of the six models to be trained 
has its own characteristics, settings, and performance. For example, the BNB model is 
based on calculating the probability of a given word appearing or not appearing in a 
document or category, and the a priori probability of each category in the training set, 
in this case, category, is associated with Tweets with disasters and Tweets without dis-
asters. Meanwhile, the MNB model calculates the a priori probability of each category 
in the proportion of the dataset to be trained. Also, it stores the conditional probabilities 
for later use in classifying the Tweets. Training with the LR model aims to find the 
weights that best fit the training data and to be able to make accurate classifications 
with respect to the Tweets related to natural disasters. Training with the KNN model is 
simpler and consists of storing the training data in memory and calculating the distance 
between the stored features in each category. Training the DT model involves building 
a tree representing the decisions and rules used to classify the tweets, evaluating the 
quality of the splits, and cutting the tree to avoid overfitting. Training the RF model is 
very similar to the DT model since it also involves building several decision trees, com-
bining their results, and evaluating the model to improve accuracy and stability. 

After training, testing is performed to evaluate the accuracy of each of the models 
on data that was not used during training, for which the data was divided into 70% for 
training and 30% for testing. This helps to determine if the model is able to generalize 
well to new data and to evaluate its performance on each of the tasks. To evaluate the 
models, we will use the confusion matrix and the ROC curve, to indicate the quality of 
the models as a function of the four outcomes generated by the binary classification of 
the Tweets. Using a binary classifier, one can predict whether all data instances in-
cluded in a test dataset will be positive or negative. This classification produces four 
results: true positive(VP) i.e. the model correctly predicts the presence of a condition 
and this condition actually exists, for work, it refers to real Tweets that are related to 
natural disasters; true negative(VN) i.e. the model correctly predicts the absence of a 
condition and this condition actually does not exist, in this case, it refers to real Tweets 
that exist, but are not related to natural disasters; false positive (FP) refers to a positive 
prediction that is incorrect, it can be said that the model predicts the presence of a con-
dition, but this condition does not really exist, in this case, it can be stated the presence 
of Tweets with ambiguities or with special characters; and false negative (FN) i.e. the 
model predicts the absence of a condition or event, but this condition does not really 
exist. As shown in Figure 7. 
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Fig. 7. Confusion matrix for BNB, MNB, LR, KNN, DT, and RF models 

Figure 7. It indicates that the BNB model in the confusion matrix managed to cor-
rectly predict 802 Tweets in the positive class (VP); 437 Tweets in the negative class 
(VN), it also predicted 67 Tweets incorrectly in the positive class (false positive) and 
217 Tweets in the negative class (FN). The MNB model in the confusion matrix man-
aged to correctly predict 787 Tweets in the positive class (VP); 457 Tweets in the neg-
ative class (VN), it also predicted 82 Tweets incorrectly in the positive class (FP), and 
197 Tweets in the negative class (FN). The LR model in the confusion matrix managed 
to correctly predict 794 Tweets in the positive class (VP); 451 Tweets in the negative 
class (VN), it also predicted 75 Tweets incorrectly in the positive class (FP) and 203 
Tweets in the negative class (FN). The KNN model in the confusion matrix managed 
to correctly predict 757 Tweets in the positive class (VP); 428 Tweets in the negative 
class (VN), it also predicted 112 Tweets incorrectly in the positive class (FP), and 226 
Tweets in the negative class (FN). The DT model in the confusion matrix managed to 
correctly predict 671 Tweets in the positive class (VP); 470 Tweets in the negative class 
(VN), it also predicted 198 Tweets incorrectly in the positive class (FP) and 184 Tweets 
in the negative class (FN) and The RF model in the confusion matrix managed to cor-
rectly predict 752 Tweets in the positive class (true positive); 462 Tweets in the nega-
tive class (true negative), also predicted 117 Tweets incorrectly in the positive class 
(FP) and 192 Tweets in the negative class (FN). 
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4 Results and discussion 

This section presents the results obtained, although it is true that the six models used 
in this work have their strengths and weaknesses, the best option will depend on the 
nature of the problem and the characteristics of the data. The metrics used to evaluate 
the models are accuracy, recall, F1-Score and support, as shown in Table 2. Likewise, 
the ROC curve was used to compare the models directly, regardless of the rate of true 
positives and false positives in the data. In addition, it allows us to identify the point at 
which sensitivity and specificity are balanced, which is important to determine whether 
they are a priority or not. The results of the six models are compared below to determine 
which best fits this problem. 

Table 2.  Results of the training of ML models 

BNB  
 accuracy [%] recall [%] f1-score [%] support 

0 79 92 85 869 
1 87 67 75 654 
     
accuracy   81 1523 
macro avg 83 80 80 1523 
weighted avg 82 81 81 1523 

MNB 
 accuracy [%] recall [%] f1-score [%] support 

0 80 91 85 869 
1 86 69 76 654 
     
accuracy   82 1523 
macro avg 83 80 81 1523 
weighted avg 82 82 81 1523 

LR 
 accuracy [%] recall [%] f1-score [%] support 

0 80 91 85 869 
1 85 70 77 654 
     
accuracy   82 1523 
macro avg 82 80 81 1523 
weighted avg 82 82 81 1523 

KNN 
 accuracy [%] recall [%] f1-score [%] support 

0 77 87 82 869 
1 79 65 72 654 
     
accuracy   78 1523 
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macro avg 78 76 77 1523 
weighted avg 78 78 77 1523 

DT 
 accuracy [%] recall [%] f1-score [%] support 

0 78 77 78 869 
1 70 72 71 654 
     
accuracy   75 1523 
macro avg 74 75 74 1523 
weighted avg 75 75 75 1523 

RF 
 accuracy [%] recall [%] f1-score [%] support 

0 80 87 83 869 
1 80 71 75 654 
     
accuracy   80 1523 
macro avg 80 79 79 1523 
weighted avg 80 80 80 1523 

 
Table 2 shows the training results of the BNB, MNB, LR, KNN, DT, and RF models. 

It can be seen that the BNB, MNB, and LR models show better results in terms of 
processing time, test accuracy, precision and F1-Score, as shown in Table 3. 

Table 3.  Summary of the three best performing models 

Model Processing Time Test accuracy Precision F1-score 
Logistic Regression 3.22 Secs 0.82 0.85 0.77 
Multinomial Naïve Bayes 0.22 Secs 0.82 0.86 0.76 
Bernoulli Naïve Bayes 0.92 Secs 0.81 0.87 0.75 

 
In general terms, LR, BNB, and MNB models are very good for binary classification 

and perform better in binary data problems, as is the case in this work. The BNB and 
MNB models are probabilistic classification models and are characterized by being 
very effective in text analysis with Twitter data. Also, the LR binary classification 
model is widely used in text analysis. It is important to note that, although it is true that 
in this work the BNB, MNB, and LR models obtained better results, this does not mean 
that they are the best classification models, but rather that it depends on the context and 
the data set. The next point to consider is that Twitter data is unstructured and usually 
has an informal and abbreviated language, which can affect the accuracy of the models. 
Figure 8 shows the ROC curve of the six models, though it allows evaluating the ability 
to discriminate the two classes (tweets related to natural disasters and unrelated tweets), 
in it, the relationship between the rate of true positives and the rate of true negatives is 
presented as the decision threshold of the model changes. For example, the BNB model 
in Figure 8, the ROC curve of class 0 as the iterations progress is approaching 1, this 
means that the accuracy of the optimal prediction, in this case the rate reached 87%, 

156 https://www.i-jim.org



Paper—Classification of Tweets Related to Natural Disasters Using Machine Learning Algorithms 

very similar are the results for the MNB and LR models, which reached 87%. With 
respect to the KNN model, the ROC curve in class 0 obtained a result of 82%, well 
below the BNB, MNB and LR models. This does not mean that the KNN model does 
not have an optimal rate of return, this depends on the data set and the context. The RF 
model obtained an optimal performance rate of 86%, placing it among the best classi-
fication and prediction models for this type of task. Finally, the DT model according to 
the ROC curve in class 0, obtained a performance rate of 75%, comparing with the 
other models, it ranks below the other trained models. However, it is important to keep 
in mind that the ROC curve only measures the discrimination capacity of the model and 
considers other important factors such as the complexity or interpretability of the deci-
sions. 

 
Fig. 8. ROC curve of the trained models 

Knowing what information is available through social networks contributes signifi-
cantly to humanitarian organizations and governments to prepare for and respond in a 
timely manner to natural disasters. In this sense, the results presented in Table 2, Table 
3, and Figure 8, allow an analysis and a comparison with the results obtained in related 
works. The six models used have achieved a performance between 75% and 87% in 
classifying and analyzing tweets related to real natural disasters through posts with the 
hashtag #NaturalDisasters. For example, the BNB, MNB, and LR models achieved a 
performance rate on average with an accuracy of 86%, a recall of 91%, and an F1-Score 
of 85%, slightly superior to the results obtained in the work [24], where they used the 
RF, BNB, and Support Vector Machine (SVM) models to monitor natural disaster data 
on Twitter, managing to achieve an accuracy of 85%, a recall of 82%, and an F1-Score 
of 84%. However, if we compare with the work [23], where they created a clustering 
algorithm integrating BERT models and supervised logistic regression, the clustering 
accuracy obtained is 93.56%, much higher than that achieved in this work. The results 
of the models will depend on the context and the dataset. Lately, the identification of 
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Tweets related to natural disasters has been a focus of research where they aim to un-
derstand the scope and magnitude of the damage they can cause. For example, to deter-
mine the contribution of our work we compare with the research [26] and [28] unlike 
our work that focuses on identifying and classifying disaster-related Tweets, these two 
types of research [26] and [28], focus on analyzing the behavior of post-event tweet 
posts related to natural disasters, in order to gather information to monitor natural dis-
asters using convolutional neural network (CNN) models. Although it is true that the 
two-research worked with different CNN architectures, they obtained very similar re-
sults in terms of F1-Score, the performance of the models used was on average 60%, a 
very low result to classify disaster-related information, this is because the models used 
are not optimal in classification tasks or present difficulties to manage multiple Twitter 
tags. While in this work the results of the trained models have shown efficiency to 
identify and classify disaster-related Tweets.  

5 Conclusions 

Social networks, specifically Twitter, are a medium through which large amounts of 
relevant information are shared regarding natural disasters, either announcing or re-
questing humanitarian aid. The identification and classification of disaster-related 
Tweets is of vital importance in crisis contexts. The methodology used in this work can 
be used during and after a disaster to identify and classify Tweets of real damage and 
significant information to make more informed decisions. The results obtained in this 
work generate valuable input in text classification to identify disaster-related Tweets. 
Six models (BNB, MNB, LR, KNN, DT, and RF) were trained to obtain the following 
results in performance: 87%, 87%, 87%, 87%, 82%, 75%, and 86%, respectively. All 
six models achieved very similar and acceptable results. However, the BNB, MNB, and 
LR models fared much better in terms of performance in their respective metrics, such 
as processing time, Test accuracy, precision, and F1-score, as can be seen in Table 3 
and in the ROC curve in Figure 8. Therefore, in a disaster context, it is recommended 
to use one of the three models BNB, MNB or LR to classify Tweets since they have 
obtained the best results in this type of text classification tasks. A very important aspect 
of this work is that information was obtained from different types of very recent and 
geolocated disasters, which, usually, this type of data is lacking during the first hours 
of the event. To complement this work, future work can be carried out, such as the 
implementation of an ML model to assess material damage in natural disasters. 
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