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Abstract—In the past decade, traditional networks have been utilized to 
transfer data between more than one node. The primary problem related to formal 
networks is their stable essence, which makes them incapable of meeting the re-
quirements of nodes recently inserted into the network. Thus, formal networks 
are substituted by a Software Defined Network (SDN). The latter can be utilized 
to construct a structure for intensive data applications like big data. In this paper, 
a comparative investigation of Deep Neural Network (DNN) and Machine Learn-
ing (ML) techniques that uses various feature selection techniques is undertaken. 
The ML techniques employed in this approach are decision tree (DT), Naïve 
Bayes (NB), Support Vector Machine (SVM). The proposed approach is tested 
experimentally and evaluated using an available NSL–KDD dataset. This dataset 
includes 41 features and 148,517 samples. To evaluate the techniques, several 
estimation measurements are calculated. The results prove that DT is the most 
accurate and effective approach. Furthermore, the evaluation measurements in-
dicate the efficacy of the presented approach compared to earlier studies. 

Keywords—Software Defined Network (SDN), Deep Neural Network (DNN), 
Machine Learning (ML), NSL-KDD 

1 Introduction 

In wireless communication networks, sensor nodes in wireless sensor networks are 
considered as the fundamental backbone of WSN [1–2]. WSNs have hundreds to thou-
sands of homogeneous or heterogeneous sensors. Most WSNs their sensor nodes handle 
essential functions like detecting, handling, communication and computation. Their 
neighboring nodes’ communication is enabled through electromagnetic signals via ra-
dio frequency [3].  

WSNs are utilized for both tracking and monitoring purposes. WSNs can be used to 
monitor patient health care, provide chemicals for the rubber industry, and monitor 
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toxic gas. WSN technologies are also found in tracking methods, such as tracking wild 
species, pets or people [4]. Recently, WSNs have been revised for efficient communi-
cation, innovativeness and cost-effectiveness. 

Sensor nodes (SNs) are able to decipher, identify and transmit radio frequency in-
formation [5][6]. In addition, WSNs are helpful for checking and following purposes 
in unavailable and hostile conditions, in which human mediation does not or cannot 
happen. Checking purposes include observation of concoction vapors and gaseous ten-
sion observation; tracking purposes include human tracking and animal tracking [7]. 
Security of computer networks has become a primary concern; the cloud has exposed 
network technologies to different invasive activities, leading to intense failure. Hence, 
it is critical to combine security instruments to ensure that the system’s security is not 
threatened. The purpose of a secure approach is to protect important information 
through determining anomalies.  

It is essential to fuse security components so that the security of the framework is 
not threatened. The goal of a solid framework is to secure shrewd data through recog-
nizing oddities. An Intrusion Detection System (IDS) is a powerful asset that identifies 
unwanted actions that can access, control, or incapacitate a PC framework, chiefly 
through the Internet. It screens approaching and active traffic to distinguish noxious 
activities that risk the security of the framework.  

IDSs based on machine learning are the leading systems in the field of intrusion 
detection, and such an approach is critical for improving the quality of IDS performance 
[8–9]. Moreover, characteristics of ML techniques improve detection, reduce false 
alarm rates, and decrease computational and communication costs [10]. 

Machine learning enables systems to learn automatically from data and recognize 
hidden patterns, producing useful classification of unseen data [11]. Therefore, anom-
aly detection systems learn to identify attacks in normal traffic by generating patterns 
from several features of the traffic data set [12]. The most common algorithms used in 
this kind of IDS are support vector machines (SVMs) [13–14], modified SVMs [15–
16], decision trees (DT), random forests (RF), naïve Bayes (NB), K-nearest neighbors 
(KNN) [17], artificial neural networks (ANN) and multi-layer perceptron [18]. 

The remaining parts of the paper consist of related works, methodology, feature se-
lection, experimental results and conclusions. 

2 Related works 

Recently, a considerable number of research studies have been conducted in the In-
trusion Detection System (IDS) field, which identifies various attacks on networks. In 
addition, a comprehensive inspection of the field has been conducted. ML techniques 
are employed to develop IDSs that handle a considerable amount of data. Feature se-
lection methods are used to remove redundant or irrelevant features from the dataset to 
achieve efficiency of the model. 

In [19], the authors proposed a method based on feature selection techniques. The 
proposed approach exploits pigeon-elucidated optimizers to determine a large number 
of attributes of the dataset. To analyses the presented system, NLS–KDD, KDDCUP99 
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and UNSW–NB15 were used. The results showed that the model had an efficient, ac-
curate rate of detection. 

In [20], the authors proposed the use of an RF classifier to eliminate unwanted fea-
tures from the dataset and reduce computational complexity. Many ML classifiers, such 
as SVM, KNN, NB, DT and logistic regression (LR), were used for training and testing 
the proposed model. The results revealed 99% accuracy for the NSL–KDD dataset. 

In [21], SVM was used to train and test the UNSW dataset for intrusion detection 
and performance improvement. This model was trained and tested with the UNSW–
NB15 dataset. The results presented an efficient detection rate compared to other clas-
sification models (RepTree, ANN, RF and MLP).  

In [22], a related research study, utilized different classifier techniques like RepTree, 
MLP and RF, achieving 94% accuracy. 99.85% accuracy resulted from utilizing SVM. 
To acquire data packets of the network, the Wireshark mechanism framework was 
adopted then various ML techniques were employed [23]. 

In [24], a hybrid approach based on ML and knowledge was proposed to detect dif-
ferent kinds of attacks on KDD-99. Moreover, the knowledge-based method was used 
to navigate the target classes and choose the appropriate system based on prediction. 
Three classifier techniques, MLP, NB and SVM, were utilized to analyse various fea-
ture groupings in [25]. The results showed that MLP was better than the other classifier 
techniques in detecting composite, regular traffic and opposing windows. Moreover, 
the presented approach was integrated with existing IDSs and FARs, and accuracies of 
0.27% and 92.09% were achieved, respectively. In [26], the authors suggested a frame-
work established by employing neural networks and MLP to identify network intru-
sions; the system was first trained to recognize whether the data was malicious or nor-
mal. The proposed model was tested using the KDD-99 dataset and the back propaga-
tion algorithm in MLP. The results showed accuracies of 94% and 91% when using all 
features. In [27], RF was utilized for intrusion detection, depending on dimensional 
reduction. Comparative research was done using different ML techniques such as DT, 
SVM and NB, achieving an accuracy of 96.77%. The DT algorithm was utilized to 
design an IDS in which BOT–IoT and CICIDS datasets were used to analyse system 
performance. The results showed accuracies of 96.665% and 96.995% for CICIDS and 
BOT–IoT datasets, respectively. In [28], temporal and fuzzy rules with the DT classifier 
were utilized for system training and testing on the KDD-99 dataset. Accuracies of 
92.67%, 99.99%, 57.39% and 95.23% were achieved for Probe, DoS, U2R and R2L, 
respectively. 

This study applied ML techniques like SVM, DNN, NB and DT to an NLS–KDD 
dataset. This approach was undertaken to simultaneously increase the accuracy ratio 
and decrease the execution time. 

3 Methodology 

The results of the presented approach are examined in this section. DNN, NB, DT 
and SVM labelled as either abnormal or normal. The approach’s performance was 
tested using various attribute subsets extracted from the NSL–KDD dataset. Figure 1 
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illustrates the structure of the presented method. This cycle started with the dataset’s 
acquisition, which entailed extracting the attributes and pre-processing. Then, DNN, 
DT, NB and SVM techniques were applied to obtain final results. 

 
Fig. 1. System Architecture 

The steps of the approach are summarized and directly examined in the following 
sections. The first step entailed pre-processing of the data. Then, feature selection was 
employed to determine the best subsets of features from the approach. Then, the DNN 
and three models of ML techniques were utilized to train and test the data. Finally, the 
experimental results of the parameters were investigated. 

3.1 Dataset description 

NSL–KDD is a dataset that was developed to avoid several of the intrinsic difficul-
ties of the KDD-99 dataset. It can be used as an experimental model dataset to assist 
researchers in comparing various intrusion detection approaches. Also, the number of 
samples in the NSL–KDD set is not too large. This allows for reasonable investigation 
of the entire set; there is no need to randomly select a small portion. Therefore, the 
experimental evaluation results of various investigation works will be comparable and 
consistent. 

The NSL–KDD dataset is available at no cost [29] and is mainly used in studies to 
validate ML techniques. It has 148,517 records with 41 attributes, including the class 
label. 
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3.2 Preprocessing 

Pre-processing consists of drop-duplicated features, feature encoding and 
normalization [30]. This step is an essential phase in the performance develop-
ment. This step aims to improve the extraction of selected features and reduce 
irrelevant data. 

Eliminate duplicated features. Duplicated features negatively affect the perfor-
mance of the approach. When these constraints are removed, the storage space will be 
freed up and the system’s speed will be increased. 

Feature encoding. Machine learning (ML) deals with numerical values [31]. The 
proposed approach uses the Python ‘LabelEncoder’ instruction to execute this process. 
Label encoding transforms labels into numerical form to make them machine-readable. 
ML algorithms can then more reliably determine how to achieve label requirements. 

Normalization. Feature normalization is a strategy that standardizes data attributes 
in a specific range. Since the dataset utilized in this approach included varying values, 
normalization was a productive process that re-scaled the values of the feature. It can 
be calculated by using the following formula in Eq. (1): 

 𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠= 𝑥𝑥−𝜇𝜇
𝜎𝜎

  (1) 

Where Xscale is the standardization value, μ represents the mean value of the 
sample data and σ represents the standard deviation.  

4 Feature selection 

This approach used the python ‘SelectKBest’ instruction to perform this operation, 
where K represents the number of best features that we selected. More than one exper-
iment was conducted. In the beginning, all the features were tested, and then we began 
to select the features by changing the value of K. In each experiment, we measured the 
performance of the system and the execution time until we reached perfect perfor-
mance. 

5 Experimental results 

To evaluate and measure system performance, four types of alarms were needed: 
true positive (TP), false positive (FP), true negative (TN) and false negative (FN) [32].  

• 𝑇𝑇𝑇𝑇 represents 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑟𝑟 identified 𝑛𝑛𝑎𝑎 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛. 
• 𝑇𝑇𝑇𝑇 represents 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑎𝑎 𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑟𝑟 identified 𝑛𝑛𝑎𝑎 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑎𝑎. 
• 𝐹𝐹𝑇𝑇 represents 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑟𝑟 identified 𝑛𝑛𝑎𝑎 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑎𝑎. 
• 𝐹𝐹𝑇𝑇 represents 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑎𝑎 𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑟𝑟 identified 𝑛𝑛𝑎𝑎 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛. 

The measures will be calculated as follows Eq. (2), (3), (4) and (5):  
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 𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

  (2) 

 𝑇𝑇𝑇𝑇 = 𝑇𝑇𝐹𝐹
𝑇𝑇𝐹𝐹+𝐹𝐹𝑇𝑇

 (3) 

 𝐹𝐹𝑇𝑇 = 𝐹𝐹𝐹𝐹
𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇

  (4) 

 𝐹𝐹𝑇𝑇 = 𝐹𝐹𝑇𝑇
𝐹𝐹𝑇𝑇+𝑇𝑇𝐹𝐹

 (5) 

In this paper, the effectiveness of the proposed system was evaluated using perfor-
mance metrics such as detection accuracy rate, shown in Eq. (6) [33–34].  

 𝑛𝑛𝑐𝑐𝑐𝑐𝑎𝑎𝑛𝑛𝑛𝑛𝑐𝑐𝑎𝑎 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝐹𝐹
𝑇𝑇𝑇𝑇+𝑇𝑇𝐹𝐹 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝐹𝐹

  (6) 

Precision and recall were determined as presented in Eq. (7) and (8) [33–34]. 

 𝑝𝑝𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑎𝑎𝑐𝑐𝑛𝑛𝑛𝑛 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+ 𝐹𝐹𝑇𝑇 

 (7) 

 𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 

 (8) 

The results are presented in this section. DNN, NB, DT and SVM were exploited 
and labelled as abnormal or normal. The performance was tested on various subsets of 
features extracted from the NSL–KDD dataset, as shown in Table 1 and Figure 2. 

Table 1.  Performance metrics 

No. of 
fea-
ture 

SVM DT NB DNN 
accu-
racy 

preci-
sion recall accu-

racy 
preci-
sion Recall accu-

racy 
preci-
sion recall accu-

racy 
preci-
sion recall 

42 99.69 99.79 99.57 100 100 100 95.68 91.78 100 99.91 99.92 99.91 
40 99.71 99.79 99.6 100 100 100 95.69 91.78 100 99.92 99.9 99.8 
38 99.71 99.82 99.59 100 100 100 95.54 91.52 100 99.97 99.91 99.91 
36 99.74 99.79 99.66 100 100 100 95.25 91.03 100 99.99 99.97 99.98 
34 99.76 99.81 99.69 100 100 100 95.7 91.81 100 99.94 99.93 99.93 
32 99.77 99.82 99.7 100 100 100 95.82 92.02 100 99.98 99.97 99.98 
30 99.74 99.72 99.75 100 100 100 96.08 92.48 100 99.99 99.99 99.99 
28 96.77 97.99 95.26 91.98 87.74 96.88 86.33 88.19 82.67 98.5 98.7 98.7 
26 96.78 98.16 95.09 92.02 87.7 97.04 86.37 88.48 82.41 98.31 98.21 98.30 
24 95.76 97.89 93.21 86.5 81.51 93.07 85.58 87.84 81.32 98.27 98.32 98.35 
22 95.59 97.8 92.93 74.94 67.04 94.3 86.33 89.63 80.99 98.16 98.32 98.32 
20 95.06 97.23 92.37 79.93 72.92 92.74 85.97 89.35 80.46 98 98.26 98.25 
18 95.04 97.22 92.34 77.98 70.07 94.76 87.09 91.63 80.54 97.33 98.22 98.25 
16 94.63 96.8 91.88 78.43 70.4 95.26 86.62 94.12 77.02 97.46 97.85 97.85 
14 94.29 96.23 91.74 76.96 68.8 95.41 84.16 94.36 71.37 97.57 97.79 97.8 
12 94.4 96.26 91.95 76.78 68.4 96.21 83.03 95.12 68.19 97.2 97.43 97.5 
10 94.5 96.13 92.3 77.01 68.76 95.74 86.89 96.32 75.66 97.56 97.64 97.64 
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Fig. 2. Accuracy of the four classifiers 

Table 1 and Figure 2 show the values of some features (accuracy, precision and re-
call) for each of the DNN and ML techniques. The optimum performance of all models 
is obtained by selecting 30 features. The best ML technique is DT. 

6 Conclusion 

WSNs are widely used in distinct areas to scrutinize required parametric values. The 
primary purpose of any WSN is to prolong the overall lifetime of the network as much 
as possible. In this paper, we have introduced an intelligent approach based on DNN 
and ML techniques. Experimental data show that optimal accuracy is obtained by ap-
plying the DT technique. The experimental results demonstrate that the proposed 
scheme achieves higher performance with the NSL–KDD data set than other methods. 
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