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Abstract—Academic plagiarism has become a serious concern as it leads to 
the retardation of scientific progress and violation of intellectual property. In this 
context, we make a study aiming at the detection of cross-linguistic plagiarism 
based on Natural language Preprocessing (NLP), Embedding Techniques, and 
Deep Learning. Many systems have been developed to tackle this problem, and 
many rely on machine learning and deep learning methods. In this paper, we 
propose Cross-language Plagiarism Detection (CL-PD) method based on 
Doc2Vec embedding techniques and a Siamese Long Short-Term Memory 
(SLSTM) model. Embedding techniques help capture the text's contextual 
meaning and improve the CL-PD system's performance. To show the 
effectiveness of our method, we conducted a comparative study with other 
techniques such as GloVe, FastText, BERT, and Sen2Vec on a dataset combining 
PAN11, JRC-Acquis, Europarl, and Wikipedia. The experiments for the Spanish-
English language pair show that Doc2Vec+SLSTM achieve the best results 
compared to other relevant models, with an accuracy of 99.81%, a precision of 
99.75%, a recall of 99.88%, an f-score of 99.70%, and a very small loss in the 
test phase. 

Keywords—plagiarism, cross-language, FastText, Word2Vec, Doc2Vec, 
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1 Introduction 

The development and democratization of the Internet network have enabled several 
benefits, namely: huge free resources, exchange of ideas, access to innovative 
technologies, enrichment of knowledge, etc. Besides these advantages, some challenges 
emerged due to the misuse of resources, and the big one is plagiarism, especially in the 
academic sector. Plagiarism is defined as the partial or total reuse of the work of 
someone else without citing the original work. Plagiarism can be applied to various 
contents such as text, ideas, painting, music, code, etc. The most common forms of 
plagiarism [1] include copying without attribution, resubmitting an entire work under a 
different author's name, using translation, and copying more than 100 words of an 
original work without citing it. Using original works is essential for advancement in 
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any domain, as long as the authors cite the origin of the idea or work [2]. The campaign 
against plagiarism in the academic domain has become a crucial way to contribute to 
scientific development and to conduct an honest competition between researchers. 
Many types of research were devoted to surveying academic plagiarism factors [3], [4] 
detection systems [5], and punishment measures [6]. Indeed, current educational 
systems do not pay enough attention to teaching students to respect copyright and 
preserve original works. However, some universities have started to consider the 
plagiarism problem and require students to check their reports, dissertations, and thesis 
with online tools [7] such as iThenticate [8], Urkund [9], Plagscan [10], etc. 

Academic plagiarism is conducted with different methods such as: copy and paste, 
translation from other languages, translation and back translation, manipulation of the 
text with paraphrasing, style modification, self-plagiarism, plagiarism of ideas, or a 
combination of them [11], [12]. 

The efforts of researchers have resulted in several proposals for plagiarism detection 
that can be classified into intrinsic and extrinsic plagiarism detection methods. Extrinsic 
methods [13] are based on the correlation between the suspicious text and a collection 
of candidate texts. The intrinsic plagiarism detection methods [14], [15] exploit the data 
inside the text in focus, such as the form, language, style, symbols, images, contrasts, 
and structure. The intrinsic approach is also known as "formalism" because it is 
primarily concerned with the form of the text [16]. Lexical and semantic techniques are 
generally recommended for detecting plagiarism. The lexical approach focuses on 
using the lexical features of the documents, which act at the word level of the text, to 
identify the plagiarism scenarios in the document. 

 This approach attempts to enhance standard string matching for plagiarism 
detection [17]. The semantic approach focuses on the meaning of words, sentences, or 
texts by finely analyzing the word combinations and their local and global context. The 
latter usually relies on the capacity of the Word Embedding (WE) techniques to 
represent the units (word, sentence, paragraph, etc.) of documents while saving their 
contexts. Word embedding techniques, in fact, seek to represent a text using real-
number vectors in a predefined vector space. These new representations of textual data 
have enhanced the performance of Natural Language Processing (NLP) techniques like 
topic modeling and sentiment analysis [18]. The present paper focuses on cross-lingual 
plagiarism detection (CLPD) with extrinsic methods. Cross-lingual plagiarism might 
include different types of plagiarism, from copying and pasting and paraphrasing to 
plagiarism of ideas, where the text may be quite different but the ideas it depicts are 
copied from other works published in other languages. 

In this paper, we propose a method for CLPD based on Doc2Vec and SLSTM. For 
this aim, we conducted a state-of-the-art analysis of inter-language plagiarism detection 
methods based on WE techniques. In order to evaluate the performance of our method, 
we combined the PAN11, JRC_AQCUIS, Europarl, and Wikipedia (Spanish-English) 
datasets in order to have enough training data. Using this dataset, we compared the 
performance results of Word2Vec, FastText, Doc2Vec, Word2Vec+Sen2Vec, and 
BERT methods, as they were the most used in literature reviews. 

The rest of this document is organized as follows: The next section presents the state 
of the art in CLPD techniques. In Section 3, we describe our proposal and methodology. 

70 http://www.i-jim.org



Paper—Word Embedding for High Performance Cross-Language Plagiarism Detection Techniques 

Section 4 is devoted to the experiments and results. Finally, we conclude the main 
results and discuss avenues for future work. 

2 Related work 

Numerous methods have been developed in an effort to identify various forms of 
plagiarism, such as paraphrasing, citation, cross-language (CL), and monolingual 
plagiarism, as a result of research into plagiarism detection strategies. These methods 
frequently rely on several NLP preprocessing techniques, such as the elimination of 
stop words, tokenization, normalization, lemmatization, and stemming, to prepare the 
data. The data must be cleaned and prepared in order for machine learning techniques 
to use it for training. In this section, we will give a study of research publications that 
use WE approaches to address the issue of CL-PD and suggest a comparison to show 
the benefits and drawbacks of each strategy. 

Aljuaid et al. [19] addressed the problem of CL-PD for English-Arabic languages 
using WE and Inverse Document Frequency (IDF) techniques. The approach used 
semantic and syntactic methods and treated word and sentence levels. A new bag of 
words was proposed, called CL Conceptual Thesaurus-based Similarity Continuous 
Bag-of-Words (CL-CTS-CBOW), for word level, and another method called CL Word 
Embeddings Similarity (WES) based on the cosine similarity for sentence level. The 
proposed system achieved an F-score of 88% for English-Arabic similarity detection at 
the word level and an F-score of 82.75% at the sentence level based on different 
corpora. Nguyen et al. [20] used Siamese recurrent architectures to define instances of 
Vietnamese-English CL paraphrases. English and Vietnamese sentences were 
preprocessed using the Part of Speech (POS) tag revision method to update the POS of 
English and Vietnamese sentences. A parallel Long Short-Term Memory Model 
(LSTM) was used to measure the similarity of two sentences and to identify the 
paraphrase instances encoded by the Word2Vec method. The experimental results on 
the English-Vietnamese paraphrase corpus achieved an accuracy of 89.61%. Glavaš et 
al. [21] proposed a Low-Resource CL Semantic Textual Similarity (STS) based on the 
measure of the semantic similarity between texts in various languages. In this approach, 
the Word2Vec model was applied for each language, and used a Linear Translation 
Matrix (LTM) model to project vectors from the source language into the embedding 
space of the target language. The performance of the proposed system was mainly 
measured with three different STS datasets including three language pairs: English-
Spanish, English-Italian, and English-Croatian. The results of the evaluation indicate 
that CL-STS exhibits concurrent performance and stability for various language pairs, 
including Croatian as an underserved language pair. Mahmoud et al. [22] proposed a 
CL-PD system for Arabic-English languages using the Sent2Vec technique and CNN 
algorithm. For the preprocessing stage, they used the removal of irrelevant data, 
normalization to reduce ambiguities, annotation of words by their grammatical classes, 
and tokenization. Three layers were presented: 1) a feature extraction layer; 2) a max-
pooling layer that allows the generation of a reduced semantic vector; and 3) a 
comparison layer to evaluate the similarity between sentences and convert the output 
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score into a probability distribution. The results showed that Sent2Vec outperformed 
Word2Vec and achieved a precision of 85% and a recall of 86.8%. Alotaibi et al. [23] 
presented a CL-PD system for Arabic-English languages based on syntactic and 
semantic features and using different Machine Learning (ML) classifiers. The 
preprocessing phase included tokenization, POS tagging, removing punctuation marks, 
normalization, and the use of the Word2Vec and Term Frequency-Inverse Document 
Frequency (TF-IDF) techniques. Multilingual Unsupervised and Supervised 
Embedding encoders (MUSE) were used to extract features, and various ML classifiers 
were tested, including logistic regression (LR), support vector classification (SVC), 
decision trees (DT), K-Nearest Neighbors (KNN), and extreme gradient boosting 
(XGBoost). Support Vector Classifier (SVC) performed with an F-score of 87.9%. 
Lachraf et al. [24] addressed the extrinsic and intrinsic approaches to plagiarism 
detection. For the extrinsic approach, they used the CL semantic similarity to produce 
the semantic and syntactic properties of words in two different languages, such as 
Arabic and English. While in the intrinsic method, they employed the Skip-Gram and 
CBOW embedding methods to evaluate the word translation task. Three methods of 
learning models were applied, namely: Parallel Mode, Word by Word Alignment 
Mode, and Random shuffling Mode. The random shuffle method with the skip-gram 
model provided the highest-performing approach with a correlation rate of 75.7%. 
Alzahrani et al. [25] addressed the case of Arabic-English CL plagiarism and used Deep 
Neural Networks (DNN), Logistic Regression (LR), and SVM models. Two tasks were 
performed: CL-STS with an LR model and the classification task with an SVM. Two 
types of classification are performed. The first one enabled the detection of the 
plagiarized pair of documents, and the second classification intent was to detect four 
types of plagiarism: IW (independently written), ST (translated and summarized), PT 
(translated and paraphrased), and LT (literally translated). The SVM model achieved 
96.65% accuracy, the LR model 96.64% accuracy, and the DNN model 97.01% 
accuracy. Zubarev et al. [26] addressed the problem of CL-PD to handle the task of 
alignment of Russian-English CL text. Three methods for translation plagiarism 
detection were compared. The first one achieved a precision of 75% and was based on 
Sentence Embedding, neural machine translation, and various textual similarity 
methods. The second method is built using the fine-tuning of the pre-trained model 
BERT, which achieved a precision of 96%. The last one used the Language-Agnostic 
Sentence Representations (LASER) model and achieved a precision of 90%. Chi et al. 
[27] proposed English-Vietnamese CL-PD for the task of identifying paraphrases in a 
pair of documents. They used the Multi-Task Deep Neural Network (MTDNN) model, 
which is a combination of the pre-trained models BERT Multilingual (M-BERT) and 
CL Mode Roberta (XLM-R). Using the GLUE datasets, XLM-R provides high 
performance compared to M-BERT with a 9% and 6% increase in accuracy, which 
reached 82.8% and an F-score of 87.6%, respectively, before the fine-tuning step. After 
the fine-tuning step, this difference increased to 84.3% for precision and 88.5% for F-
score. Nagoudi et al. [28] proposed a CL-PD system based on two WE approaches to 
compare the semantic text similarity of sentences in Arabic and English. The idea is to 
grasp the syntactic and semantic properties of the words by employing machine 
translation (MT) and word embedding. The weighted aligned words (WA) and Bag of 
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Words (BoW) WE methods were applied to assess semantic similarity. Additionally, 
IDF and POS weights were applied to sentences to identify the most meaningful words 
in each sentence. POS, mixed weights and IDF weights achieved a correlation rate of 
77.39%. Al-Suhaiqi et al. [29] proposed an Arabic-English CL-PD system that 
combines the extraction of key phrases to compute the frequency of phrase and the list 
of candidate key phrase rankings. The approach used N-gram similarity, LCS, Dice 
Coefficient, fingerprint-based Jaccard similarity, and fingerprint-based Containment 
similarity. Linear logistic regression (LLR), Naive Bayes, and SVM machine-learning 
models were applied, and the result showed that the SVM technique achieved 92% for 
the F-score with the use of more than three methods of similarity computation. The 
study confirms that the choice of similarity calculation methods has a clear effect on 
the quality of the detection method. In [30], the authors proposed an English-Arabic 
CL-PD system based on sentence similarity. This model used two steps to represent 
sentence vectors. Firstly, they used the CL-WE-Tw machine translation-based method, 
which mixed Word2Vec, POS, and Word2Vec with TF-IDF methods. The second step 
is the combination of the MUSE model with the CL-WE-Tw method. The Word2Vec 
model combined with POS and TF-IDF weighting performed well, with a Pearson 
correlation of 0.69 and 0.77, respectively. Measuring the similarity of two sentence 
vectors with the MUSE model gives the best results, with a correlation of 0.78 for POS 
and 0.79 for TF-IDF. They concluded that the combination of the CL-WE-Tw and 
MUSE models gave more important results than using them independently. Yinhan et 
al. [31] proposed a Chinese-Thai CL sentence similarity calculation method based on 
sentence embedding. The sentence-embedding model is based on word vectors 
obtained using Word2Vec, and then they are summed and averaged to obtain the 
sentence vectors. The Chinese sentence embedding is mapped to the Thai sentence 
embedding space, and the Chinese-Thai CL sentence similarity is determined by using 
the cosine similarity. The Chinese-Tai interlingual model performed better than the 
machine translation and bilingual Latent Dirichlet allocation (LDA) algorithms. 
Stegmüller et al. [32] presented a method, CL-PD based on ontology and similarity 
analysis (CL-OSA). They used open knowledge graphs and covered the following 
language pairs: Spanish-English, Japanese-English, Japanese-Chinese, and English-
French. The CL-OSA approach groups documents by topics, annotates each word with 
POS, and extracts entities from the Wikidata open knowledge network to represent the 
documents as entity vectors. The candidate documents are ranked based on their 
similarity score, and the relationships between entities are calculated using the cosine 
similarity. CL-OSA outperformed the CL-PD methods such as CL-ESA, CL-ASA, 
USE-ML, and ConceptNet for the five multilingual test corpora. Chang et al. [33] 
developed the CL Word Mover's Distance (CL-WMD) technique to deal with the 
English-Chinese CL-PD issue. For each language, the skip-gram method was employed 
to create WE spaces. The first step is to place the word space into the integration space 
by considering a small set of bilingual word translations and calculating the semantic 
distance between the texts using the word displacement distance. CL-WMD achieved 
a Hit score of 97.09% (Hit score is a quantitative measurement for evaluating the 
performance) for plagiarism detection at the paragraph level and 86.09% at the sentence 
level. Ferrero et al. [34] proposed a CL similarity detection method for English-French 
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language pairs based on WE-CBOW. The results show that CL Word Embedding-
based Syntax Similarity (CL-WESS) was the most effective method. Also, all methods 
can be complementary, and their fusion significantly improved the performance of CL 
textual similarity detection. This fusion of chunk and sentence gives an F-score of 
89.15% for similarity detection at the chunk level and 88.5% at the sentence level. 
Montes-y-Gómez et al. [35] proposed a CL-PD system that used knowledge graphs to 
represent text fragments as a language-independent model of their content. They made 
use of Word Sense Disambiguation and Distributed Concept Weighting (DCW) 
(WSD). By utilizing BabelNet synsets and the skip-gram model to give vector 
representations of concepts, DCW enables the expression of the strength of association 
between concepts (synset) to generate the distributed representation of contexts. WSD 
is designed to alleviate the problem of determining the meaning of a word since it can 
have several possible senses. The combination of WSD and DCW by using the skip-
gram model provides important results, with a PlagDet of 66.3% for the language pair 
Spanish-English and 59.5% for Allemand-English. They used Dice’s coefficient and 
cosine distance to measure the relationship between the synsets. The latter is the set of 
synonymous words that can be used to express the same meaning in a given language. 

To have a better view of this state-of-the-art, Table 1 summarizes the results for the 
CLPD based on six characteristics: 

• Language Pairs (LPairs): shows a couple of languages studied: English-Arabic 
(En-Ar), Vietnamese-English (Vi-En), English-Spanish (En-Sp), English-Italian 
(En-It), English-Croatian (En-Cr), Russian-English (Ru-En), Chinese-Thai (Ch-Th), 
English-French (En-Fr), Japanese-Chinese (Ja-Ch), Japanese-English (Ja-En), 
English-Chinese (En-Ch). 

• Preprocessing (Preproc.): describes the preprocessing techniques applied in the 
approach, such as Named Entity Recognition (NER), Parts of Speech (POS), 
Semantic Role Labeling (SRL), Spatial Role Labeling (SpRL), and Bag of Meanings 
(BOM). 

• Feature Extraction: presents the feature extraction techniques used: Word2Vec 
(Skip-Gram, CBOW), Glove, TF-IDF, Sent2Vec, BERT, MUSE, Transformer 
Encoder (TE), and Lexicon Encoder (LE). 

• Techniques (Tech.): means Machine Learning (ML) or Deep Learning (DL) 
techniques such as LSTM, CNN, DNN, LR, SVM, XGBoost (XGB), etc. 

• Dataset: describes the dataset used for the training step. 
• Performance (Perf.) presents the performance metrics used, such as Accuracy (A), 

Precision (P), F-score (F), Recall (R), Correlation (C), and Hit score (H). 
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Table 1.  Comparaison of cross language plagiarism detection approaches 

Ref LPairs Preproc. Feature 
Extraction Tech. Dataset Perf. (%) 

[19] En-Ar POS 
CLWES 

IDF 
CBOW 

– 

Books 
Wikipedia 

EAPCOUNT 
MultiUN 

F:88 
F:78 
F:86 

[20] Vi-En POS Word2Vec SLSTM TED A:89.61 

[21] 
En-Sp 
En-It 
En-Cr 

– 
Word2Vec 

+ 
GloVe 

– 
SBW 

hrWaC 
Wikipedia 

R:94.8 

[22] Ar-En POS Sen2Vec 
Word2Vec CNN OSAC P:85 

P: 83.2 

[23] Ar-En POS 

Sen2Vec 
+ 

Word2Vec 
+ 

TF-IDF 

SVC 
LR 
DT 

KNN 
RF 

XGB 
LSVC 

SemEval-2017 

F:87.9 
F:87.1 
F:87.1 
F:85.2 
F:86.1 
F:86.4 
F:87.5 

[24] Ar-En – Skip-Gram 
CBOW – SemEval-2017 C:75.7 

C:52.8 

[25] Ar-En 
POS NER 

SRL 
BOM SpRL 

Word2Vec 
DNN 
SVM 
LR 

71,910 of En-Ar 
pairs 

A:97.01 
A:96.64 
A:96.65 

[26] Ru-En POS 

BERT 
LASER 
Sentence 

Embedding 

LR source multiple 
P: 96 
P: 90 
P: 75 

[27] En-Vi – XLM-R 
MBERT – GLUE 

SemEval 
A:84.3 
A:73.7 

[28] Ar-En POS IDF – SemEval-2017 C:77.39 

[29] Ar-En – – 
SVM 
NB 
LLR 

318 files Arabic 
54 files English 

F: 92 
F: 88 
F: 85 

[30] En-Ar POS 

Sen2Vec 
+ 

TF-IDF 
+ 

Word2Vec 
+ 

MUSE 

– SemEval-2017 C:81.47 

[31] Ch-Th – Word2Vec – Chinese-Thai 
Parallel A: 39.63 

[32] 

Sp-En 
Ja-En 
Ja-Ch 
En-Fr 

POS NER Open Knowledge 
Graph – source multiple P: 50.6 

R: 34.9 

[33] En-Ch – Word2Vec – NDLTD H:97.09 
[34] En-Fr – Word2Vec – – F:89.15 

[35] Sp-En – Skip-gram – PAN-11 P :76.1 
R :58.8 
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From Table 1, we can see that the most commonly studied language pair is English-
Arabic. For the preprocessing phase, some works used basic NLP techniques like stop 
word removal, lowercase conversion, tokenization, and lemmatization. Other works 
used techniques like NER, POS, SRL, BOM, and SpRL for deep processing. Different 
embedding techniques were investigated for feature extraction. The state-of-the-art 
shows that Word2Vec and TF-IDF methods are the most widely used techniques for 
vector representation. 

Most studies, after document representation with embedding techniques, used the 
similarity computation to compare a couple of documents without using any classifier. 
In fact, models such as NB, LLR, SVC, LR, DT, KNN, RF, XGBoost, and LSVC were 
not always used for classification purposes. However, approaches based on a classifier 
have a more promising performance compared to models using just embedding 
techniques. For example, Word2vec+DNN outperformed with an accuracy of 97.01%, 
Word2Vec+SVM achieved an accuracy of 96.64%, and Word2Vec +LR performed 
with an accuracy of 96.65% for the textual semantic similarity task. Also, BERT 
contextual embedding achieved an accuracy of 96% with the LR model. The cosine is 
used in the majority of works to calculate the similarity of processed documents. Other 
functions were used, including Dice-Coefficient and Jaccard similarity. Different 
datasets are devoted to the detection of CL plagiarism, such as PAN11, OSAC, 
SemEval, Wikipedia, etc. All of them are made up of sentences and documents. 

3 Research method 

According to the state of the art, various performance results have been discussed to 
analyze the effect of the word embedding techniques on the CL-PD systems using 
different datasets and different language pairs. In this paper, we propose a Spanish-
English CL-PD based on Doc2Vec embedding techniques and Siamese LSTM models, 
as depicted in Figure 1. 
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Fig. 1. The proposed methodology 

3.1 Dataset collection 

In order to have sufficient training data, we have gathered four datasets: PAN-PC-
11, JRC-Acquis, Europarl, and Wikipedia (Spanish-English) [36, 37, 38, 39]. An 
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evaluation corpus for automatic plagiarism detection algorithms is the PAN 2011 
(PAN-PC-11). The datasets are a collection of source documents in Spanish and their 
corresponding suspicious documents in English. It also contains another language pair 
(English-German), but for now, we focus on the SP-EN pair of languages. The JRC-
Acquis parallel corpus is suitable for all types of CL research; it is excerpted from the 
Acquis Communautaire (AC), and 10.000 documents in SP and EN pair languages were 
used. The Europarl Parallel Corpus is excerpted from the proceedings of the European 
Parliament and includes 21 European languages. We used 9423 documents for the 
Spanish language. The Wikipedia parallel corpus contains multiple languages; to reach 
a balanced dataset, we used 9423 documents for the English language, which are very 
different from the 9423 Spanish documents. Hence, our dataset includes 19633 source 
documents and 19633 suspect documents. The PAN-PC-11 and JRC-Acquis datasets 
include only the plagiarized documents, and in order to add the non-plagiarized 
documents, we used the source documents from the Europarl dataset and suspect 
documents from the Wikipedia dataset and labeled them as not plagiarized. The final 
dataset used is described in Table 2. 

Table 2.  Characteristics of dataset used 

DATASET Documents-pairs label Size 
PAN-11 210 Plagiarized 88Mo 
JRC-Acquis 10000 Plagiarized 436Mo 
Wikipedia+ 
Europarl 9423 Not Plagiarized 382Mo 

3.2 Preprocessing techniques 

After dataset collection, we have as input a list of pairs of source documents and 
suspicious documents with two different languages (ES-EN) annotated as plagiarized 
or not. To prepare and clean the data, we apply some NLP techniques to the documents, 
such as the removal of punctuation and stop words, the conversion to lowercase, and 
the tokenization of words. We used the Natural Language Toolkit (NLTK), which is a 
software library in Python that supports the lemmatization of the documents into 
Spanish and English. 

3.3 Feature extraction 

The feature extraction techniques are used to convert documents into vectors using 
different WE techniques. Word embedding is a technique that converts individual 
words into a vector numerical representation. The vector captures various properties of 
this word about the text where it is located. These features can contain semantic and 
syntactic information. This step is essential when working with text using machine-
learning models. Below, we propose a brief description of the techniques studied. 
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Word2Vec: is a word embedding technique proposed by Thomas Mikolov [40], [41] 
that represents each word in a vector space. The semantic similarity between the words 
is calculated using the vectors. Word2Vec contains two methods: 

• Continuous Bag of Words Model (CBOW): uses the surrounding words to predict 
the central word. 

• Skip-Gram Model: seeks to predict the surroundings based on the center word. 

Doc2Vec: can be considered an extension of Word2Vec, which aims to create 
representation vectors for long text such as documents, paragraphs, and sentences. The 
representation of paragraphs in vectors is inspired by the way words are represented in 
vectors. This neural network uses words and paragraphs to generate vectors 
corresponding to the paragraphs. Doc2vec implements two techniques known as 
Paragraph Vector Distributed Memory (PV-DM) and Paragraph Vector Distributed 
Bag of Words (PV-DBOW). In PV-DM, each paragraph is represented by a distinct 
vector, in the form of a column in the matrix M, and each word is likewise presented 
by a distinct vector, appearing as a column in the N matrix. The paragraph vector and 
the word vectors are then combined to anticipate the next word in the context. As for 
PV-DBOW, this involves disregarding the context of the incoming words and having 
the model guess words chosen at random from the output paragraph. This implies that, 
at each iteration of the stochastic gradient descent, a window of text is selected, then a 
randomly chosen word from the text window and a classification undertaking is carried 
out, taking into account the paragraph vector [42]. 

GloVe: (global vectors for word representation) is used to efficiently capture 
contextual relationships between words [43]. It constructs a word-word co-occurrence 
matrix Mij by approximating the probability that a word wi occurs in a word wj. It is 
given by a function J for generating fixed-dimensional vectors from the vocabulary size 
V, scalar distortions bi and bj, and weighted frequencies. It is calculated as follows in 
equation (1): 

 J=𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖)(𝑤𝑤𝑖𝑖𝑇𝑇𝑤𝑤𝑖𝑖 + 𝑏𝑏𝑖𝑖 + 𝑏𝑏𝑖𝑖 −𝑙𝑙𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙𝑙𝑙 �𝑋𝑋𝑖𝑖𝑖𝑖� )2 (1) 

FastText: is a free public-source library created by the Facebook AI Research team 
for learning WE and classification [44, 45]. For each word, FastText generates a word 
vector that contains both the term's meaning and its context in the document. It provides 
two models for computing word representations: Skip-Gram and CBOW, and covers 
157 languages. Rather than teaching the word vectors directly, FastText represents 
every word as an n-gram character. Once words are mapped using n-grams of 
characters, a skip-gram model is formed to learn the embedded word. The model 
considers a word model with a sliding window on the words, as the internal structure 
of the words is not considered. The position of the n-grams does not matter as long as 
the characters are within this window. Even if a word does not appear during training, 
it may be broken down into n-grams to maintain its integration. 

BERT: (Bidirectional Encoder Representations from Transformers) is designed to 
take into account both the left and right context in all layers to pre-train deep 
bidirectional representations of unlabeled text [46]. BERT applies two methods: 
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Masked Language Modeling (MLM) and Next Sentence Prediction (NSP). The 
objective of MLM is to hide a random selection of input tokens and then attempt to 
predict those obscured tokens. The NSP task aims to ascertain whether a certain 
sequence A is followed by a certain sequence B or not. This task is conducted by 
combining two sequences at each iteration, with sentence A being followed by sentence 
B in 50% of cases. 

3.4 SLSTM deep learning 

Long-Short-Term Memory (LSTM) is a type of Recurrent Neural Network (RNN) 
that is designed to address the gradient problem, making it effective for tasks that 
require long-term memory, such as text sequence prediction. This is accomplished by 
adding an internal memory state to the processed input, decreasing the impact of 
vanishing gradients [47], [48]. As illustrated in Figure 2, the forget gate is responsible 
for controlling the effects of previous input over time. Additionally, the cell has two 
other gates, the input gate, and the output gate. 

 
Fig. 2. The LSTM Architecture [49] 

The formulas used to calculate Input Gate, Forget Gate, and Output Gate are depicted 
in equation (2), (3), and (4). 

 Input Gate:     𝑖𝑖𝑡𝑡 = 𝜎𝜎(𝑤𝑤𝑖𝑖[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑖𝑖) (2) 

 Forget Gate:   𝑓𝑓𝑡𝑡 = 𝜎𝜎(𝑤𝑤𝑓𝑓[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑓𝑓) (3) 

 Output Gate:  𝑂𝑂𝑡𝑡 = 𝜎𝜎(𝑤𝑤𝑜𝑜[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑜𝑜) (4) 

In our approach, the SLSTM model is used to learn plagiarism cases through a more 
accurate representation of the documents and also to detect similarity between pairs of 
objects, as it works well on similarity tasks. We used the Siamese LSTM, a version of 
the Manhattan LSTM model. The SLSTM has two networks, the left LSTM and the 
right LSTM, and each one will process a document and the other its corresponding 
suspect in a dependent manner. Furthermore, the vector representations of two texts 
return a hidden state encoding the semantic meaning of the texts. These hidden states 
are compared using a similarity metric to return a similarity score [50, 51]. 
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4 Experiments and results 

In this section, we present the results of our approach and make comparisons with 
FastText, Word2Vec, GloVe, BERT, and combinations of Word2Vec and Sent2Vec 
techniques using the accuracy, precision, recall, and f-score metrics. 

4.1 Performance measure 

The analysis of the suggested models is performed using performance metrics. They 
are computed using True Positive (TP), True Negative (TN), False Positive (FP), and 
False Negative (FN) values. 

• Precision: is a measure that counts the number of accurate predictions that turn out 
to be true: 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑙𝑙𝑃𝑃 = 𝑇𝑇𝑃𝑃/(𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃) (5) 

• Recall: the following formula is used to determine the number of accurate class 
predictions:  

  𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑙𝑙𝑙𝑙 = 𝑇𝑇𝑃𝑃/(𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹) (6) 

• Accuracy: is the more intuitive performance metric. The formula used to calculate 
the accuracy is the following: 

 𝐴𝐴𝑃𝑃𝑃𝑃𝐴𝐴𝑃𝑃𝑅𝑅𝑃𝑃𝐴𝐴 = (𝑇𝑇𝐹𝐹 + 𝑇𝑇𝑃𝑃)/(𝑇𝑇𝐹𝐹 + 𝐹𝐹𝑃𝑃 + 𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹) (7) 

• F-score: is employed as a statistical metric to evaluate performance. An F-score 
could be supported by two factors, i.e., precision (P) and recall (R). The formula 
used to calculate the F-score is [52]: 

  𝐹𝐹 − 𝑆𝑆𝑃𝑃𝑙𝑙𝑃𝑃𝑃𝑃 = 2 ∗ (𝑃𝑃 ∗ 𝑅𝑅)/(𝑃𝑃 +  𝑅𝑅) (8) 

Table 3.  Parameters of SLSTM Model 

Model Parameter Value 

SLSTM 

Neuron 100 
Dropout 0.5 

Activation Function Sigmoid 
Optimizer SGD 

Loss Function Binary cross Entropy 
Batch size 64 

Epochs 50 
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4.2 Results and analysis 

Our objective is to propose a CLPD method based on Doc2Vec embedding and the 
Siamese Long Short-Term Memory (SLSTM) model, which takes as input the 
Doc2Vec embedding vectors of the first text at the LSTM layer and the embedding 
vectors of the second text at the LSTM layer separately and obtains a dense 
representation for the first and the second text. The fusion layer takes the dense 
representation of the first text and the second text and calculates the cosine distance 
between them. The experimental results of Doc2Vec were compared to other 
embedding techniques such as GloVe, FastText, Doc2Vec, Word2Vec+Sen2Vec, and 
BERT. For each method, we present the confusion matrix, the accuracy, recall, 
precision, F-score, and AUC values. The confusion matrix is shown in Figure 3. 

 
Fig. 3. Confusion matrix for each model 

Word2Vec Model 
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For binary classification, the confusion matrices of each model are as follows: 1 
represents plagiarized documents, and 0 represents non-plagiarized documents. 
According to the confusion matrix, the glove method correctly classified 3927 
documents; only 7 were incorrectly classified as false positives, and one false negative 
was incorrectly classified by the model. For the Doc2Vec model, we can see that among 
3927 documents, 11 cases were incorrectly classified as false positives, and 1 was 
incorrectly classified as false negatives by this model. For the four models, Word2Vec, 
BERT, Word2Vec + Sent2Vec, and FastText, we can notice that the misclassified are 
more lifted compared to Glove and Doc2Vec. 

Table 4 shows the performance measures of the Doc2Vec+SLSTM model in the test 
phase compared with the feature extraction techniques GloVe, FastText, BERT, 
Word2Vec, and Sent2Vec. All feature techniques investigated performed well on the 
five measures of performance. The Doc2Vec model achieved high performance with 
an accuracy of 99.81%, a precision of 99.75%, a recall of 99.88%, an f-score of 99.70%, 
and an AUC of 99.96%. The GloVe method provides a good result with an accuracy of 
99.59%. The Glove+SLSTM model achieves good performance for all metrics, with 
99.39% of precision, 99.88% of recall, 99.80% of f-score, and 99.89% of AUC. In the 
third range, BERT performed well, with 99.49% of accuracy and an AUC of 99.91%. 
Word2Vec achieved an accuracy of 99.14% and an AUC of 99.85%, which is also a 
good result. FastText and Sen2Vec performed lower than the previous models, with an 
accuracy of 98.82 and 98.41%, respectively.  

Table 4.  Models Performance in test set 

Model Accuracy (%) 
Precision 

(%) 
Recall 

(%) 
F-score 

(%) 
AUC 
(%) 

Doc2Vec+SLSTM 99.81 99.75 99.88 99.70 99.96 

GloVe+SLSTM 99.59 99.39 99.82 99.80 99.89 

FastText+SLSTM 98.82 98.37 99.39 99.23 99.84 

BERT+SLSTM 99.49 99.45 99.57 99.46 99.91 

Word2Vec 
+SLSTM 

99.14 99.03 99.33 99.43 99.85 

Sen2Vec+ 
SLSTM 

98.41 98.03 98.98 99.13 99.74 

 
To identify whether there is a learning problem, such as a model that is underfitting 

or overfitting, we examined the accuracy of the model during the training phase. After 
each cycle of optimization, the accuracy and loss values of a model indicate whether it 
is performing well or poorly. A decrease in loss and an increase in accuracy are 
expected after each iteration or several iterations. The accuracy of curve in Figure 4 
shows that the Doc2Vec+SLSTM model is well-trained. The accuracy of the validation 
and training datasets increased for the last few epochs and reached 99.97% for training 
and 99.81% for validation. Thus, the loss of the model is 0.0049 for training and 0.0089 
for validation, while the variance is smaller, which makes the model perform well. 
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Fig. 4. Accuracy/Loss of Doc2Vec Model 

The curves of the Glove+SLSTM model in Figure 5 show the accuracy and loss for 
the training and validation data. For accuracy, the training and validation data are 
approaching 1, with 99.90% for the training data and 99.59% for the validation data. 
For the loss curve presented in Figure 5, the model converges to 0 for both types of 
data, which indicates that the model has a good prediction because it reaches a loss of 
0.0078 for training and 0.02 for validation. 

 
Fig. 5. Accuracy/Loss of GloVe Model 

The graph of the accuracy/loss of FastText+SLSTM presented in Figure 6 achieves 
an accuracy of 99.98% for training and 98.82% for validation. The plot of loss shows 
that the model has a reasonable loss of 0.0047 for training and 0.03 for validation.  
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Fig. 6. Accuracy/Loss of FastText Model 

The BERT+SLSTM model also achieved an interesting result, and Figure 7 shows 
that the loss on the training declines rapidly during the top five epochs. For the 
validation, the loss does not decline at the same rate as the training set but remains 
almost flat for several epochs. 

 
Fig. 7. Accuracy/Loss of BERT Model 

The curves in Figure 8 show that the Word2Vec+SLSLTM model reaches 99.98% 
accuracy for training and 99.14% accuracy for validation. The loss has remained stable 
over the last few epochs and decreased for training to 0.0055 and 0.03 for validation. 
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Fig. 8. Accuracy/Loss of Word2Vec Model 

The graph in Figure 9 shows that Sen2Vec has good convergence for loss and 
accuracy for the training and validation. The performance remained closed with an 
accuracy of 98.71% for the training and 98.41% for the validation. The loss is 0.04 for 
training and 0.05 for validation. 

 
Fig. 9. Accuracy/Loss of Sen2Vec Model 

The experiment results showed that all the models gave interesting results, but the 
Doc2Vec and GloVe models outperformed the embedding models Word2Vec, 
FastText, BERT, and Sen2Vec. The Doc2Vec model achieved better results than the 
glove model, with an accuracy of 99.81 and a loss of 0.0089 for the test phase. Our 
approach outperformed the baseline based on PAN 11, such as in [25], where 
Word2Vec + DNN achieved an accuracy of 97.01%, and in [26], where BERT + LR 
achieved a high accuracy of 96% on a different dataset. The performance results tested 
on the same language pair, Spanish- English, show that the combination 
Word2Vec+SLSTM model achieved a precision of 93%, which is higher than the Skip 
Gram model [34] based on Knowledge Graph that performed at 76.1% of precision, 
also based on the PAN-PC-11 dataset. 
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Collecting more training data, the Doc2Vec feature extraction method, and the 
SLSTM model contributed to improving the performance of Spanish-English CLPD, 
which achieved an accuracy of 99.81% and outperformed the baseline. 

5 Conclusion 

In this paper, we address the problem of Spanish-English CLPD. We proposed an 
approach based on Doc2Vec and SLSTM models as a novel approach for CL-PD. The 
models were trained on the aggregation of four publicly available corpora, namely 
Pan11, JRC-Acquis, Europarl, and Wikipedia. The use of the deep learning technique 
SLSTM improved the performance of five embedding models such as Word2Vec, 
GloVe, BERT, Word2Vec+Sen2Vec, and FastText. The experiments demonstrated that 
the Doc2Vec+SLSTM model achieved the highest results, with an accuracy of 99.81% 
and a very low loss in the test phase. The method was able to interpret sequential 
information and maintain long-term dependencies between words efficiently. Future 
work will aim to extend the current methodology to other contextual integration 
techniques, generalize it to other language pairs, and study the impact of document size 
in the training phase on the overall performance of integration techniques. 
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