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Abstract—Cloud computing technology is known as a distributed computing 
network, which consists of a large number of servers connected via the internet. 
This technology involves many worthwhile resources, such as applications, ser-
vices, and large database storage. Users have the ability to access cloud services 
and resources through web services. Cloud computing provides a considerable 
number of benefits, such as effective virtualized resources, cost efficiency, self-
service access, flexibility, and scalability. However, many security issues are pre-
sent in cloud computing environment. One of the most common security chal-
lenges in the cloud computing environment is the trojan horses. Trojan horses 
can disrupt cloud computing services and damage the resources, applications, or 
virtual machines in the cloud structure. Trojan horse attacks are dangerous, com-
plicated and very difficult to be detected. In this research, eight machine learning 
classifiers for trojan horse detection in a cloud-based environment have been in-
vestigated. The accuracy of the cloud trojan horses detection rate has been inves-
tigated using dynamic analysis, Cukoo sandbox, and the Weka data mining tool. 
Based on the conducted experiments, the SMO and Multilayer Perceptron have 
been found to be the best classifiers for trojan horse detection in a cloud-based 
environment. Although SMO and Multilayer Perceptron have achieved the high-
est accuracy rate of 95.86%, Multilayer Perceptron has outperformed SMO in 
term of Receiver Operating Characteristic (ROC) area. 

Keywords—cloud computing, trojan horse attacks, dynamic analysis, 
detection, machine learning 
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1 Introduction 

Cloud computing is a revolution in IT technology that usually uses remote servers 
and the internet in order to provide a shared pool of computing resources and applica-
tions for its users’ requirements. The beginning of this technology was started in the 
2000s as the last stage of IT infrastructure development, which indicated a new com-
puting paradigm where individuals gain software solutions and computing power over 
the networks or Internet [1]. Moreover, cloud computing has appeared as a new model 
for hosting and distributing services over the Internet [2], [3]. With cloud computing, 
users have access to the cloud services at their locations so that they can access the data 
relevant to their tasks without interfering with other people's work and allocated re-
sources. In addition, they have the ability to run their applications on many connected 
computers at the same time. Furthermore, cloud computing enables users to access re-
sources and applications from anywhere and at any time via internet connectivity, with-
out the need to install applications on their personal systems [2], [4]. 

Recently, cloud computing has become increasingly attractive and has gained the 
growing interest of institutions and IT industries all around the world. Hence, they have 
started to migrate many of their core business functions into cloud platforms [3], [4]. 
Furthermore, governments have become concerned about the potential of using cloud 
computing to decrease IT costs and increase the reachability of their delivered services 
[5], [6]. The cloud technology consists of a full range of IT infrastructures such as serv-
ers, applications, email, file storage, large resources, database and services, an available 
through a network, usually the Internet [7]. 

Many public-sector organizations in various countries [8], such as the United States 
(US) government, the United Kingdom (UK), Australia, and other European countries, 
have utilized cloud computing to gain its benefits [6], [9]. In 2010, the UK national 
government introduced the Government Cloud (G-Cloud) infrastructure where it was 
expected that significant savings of around £3.2 billion could be made by transferring 
to this service [8], [10], [11]. While the US government launched the Cloud Computing 
Mall in 2009 [11].  

Cloud computing technology has many benefits and features, which are: cost saving, 
shared resource pooling, multi-tenancy, dynamic and massive scalability, elasticity, 
self-provisioning of resources, and pay-as-you-go [12], [13]. Although cloud compu-
ting provides these great features and benefits, it still has many security issues and at-
tacks that could affect it. Security attacks are the major concern for cloud computing. 
Hence, these attacks trigger concern for both the service providers and the users [14]. 

There are numerous kinds of possible attacks, such as man-in-the middle attacks, 
authentication attacks [15], denial-of-service attacks, phishing attacks, and malware in-
jection attacks [2]. Malware attacks (e.g. Trojan horses, viruses, worms, etc.) are con-
sidered one of the biggest threats facing the cloud computing environment. Recently, 
the Trojan horse emerged as a serious issue and increased its harmful power for com-
puter systems and in the cloud computing environment [16], [17].  

A Cloud Trojan injection attack is a malicious program that can be uploaded into 
cloud systems and be able to cause damage. Furthermore, these malicious programs can 
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be embedded in a legitimate command, transmitted to clouds, and executed as legiti-
mate instances [18]. 

Moreover, a cloud Trojan injection attack is an attack that attempts to inject a spiteful 
service, virtual machine, or even application into the cloud system and has the ability 
to affect the cloud services by blocking or altering cloud functionalities [19], [20]. The 
attacker tries to create his own malicious service, application, or virtual machine in-
stance and then add it to the cloud system. Once the malicious code has been added to 
the cloud system, the attacker tricks the cloud system into treating the malicious code 
as a valid instance. Once it is successful, regular users are capable of demanding the 
malicious service instance, and then the malicious code is executed [19].  

Another situation of this attack, an attacker tries to upload a trojan program or virus 
to the cloud system. Once the cloud system treats it as a legitimate service, the virus 
and trojan program is automatically executed and infected the cloud system which can 
cause damage and harm to the cloud system. In the case of the virus and trojan damage 
the hardware of the cloud system, the other cloud instances which is running on the 
same hardware may affect to the trojan and virus program because they share the same 
hardware. As well, the attacker might aim to utilize a Trojan and virus program to attack 
and assault the further users on the cloud system. Once a client demands the malicious 
program instance, the cloud system sends the virus through the internet to the client and 
after that executes on the client’s device. The client’s computer then is infected by the 
virus [18] – [20]. 

Since polymorphism is one of the characteristics of Trojan horses, it is difficult for 
the signature-based technology to detect them, which is the most commonly used 
method in existing anti-virus programs [21]. Furthermore, signature-based antivirus is 
able to detect with extremely high accuracy when the signature is well-known. How-
ever, the limitation of this type of detection is that when the malware alters its signature 
absolutely, Generally, this kind of antivirus would not be able to detect a novel attack. 

In this research, trojan horses’ attacks implications in the cloud computing environ-
ment has been investigated. In-depth study has been conducted to highlight the way 
that the trojan horse attacks in the cloud computing environment work. Dynamic anal-
ysis and Cuckoo Sandbox have been used to analysis the cloud trojan horses. Based on 
this analysis, the significant patterns are identified and the important features of these 
cloud trojan horses are extracted. Then, to enhance cloud trojan horses detection, vari-
ous machine learning algorithms have been evaluated based on their ability to detect 
and classify the cloud trojan horses in the targeted dataset. This evaluation has been 
conducted using WEKA tool. This study will be significantly beneficial for other re-
searchers as the foundation for developing effective techniques for detecting trojan 
horse attacks in the cloud computing environment. 

This research paper is presented as follows: initially, research overview including 
types of malwares, related works and machine learning models have been presented in 
Section 2 and Section 3 respectively. After that, malware analysis techniques have been 
explained in Section 4 while research methodology has been described in Section 5. 
Section 6 has presented experimental results and discussion. Finally, conclusion has 
been presented in section 7. 
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2 Research overview 

This section describes the various types of malwares, as well as some related re-
search on malware detection in cloud infrastructure using Machine Learning method-
ologies and multiple Machine Learning models used in our work.  

2.1 Types of malwares 

Malware is defined as malicious software that is installed without permission on a 
machine in order to infect and harm that machine, as well as carry itself to legitimate 
programs and spread. There are many types of malware threats [22], including Trojans, 
viruses, worms, ransomware, spyware, and others. 

Ransomware. Ransomware is malicious software that holds the computer's data and 
system hostage. It can affect the computer by encrypting the files or data stored on the 
machine with a key that is already unknown to the user. After paying the ransom, the 
victim user can resume using his or her system [23]. Ransomware has the ability to 
infect its victim’s targets through Trojans [24]. 

Adware. Adware is annoying malware that automatically shows, plays, or down-
loads announcements on a user's computer when he or she is online without their au-
thorization and has the ability to interrupt their existing activity. The primary goal of 
the adware is to generate financial benefits and revenue for its author [23], [25]. On the 
other hand, adware is occasionally categorized as spyware due to the severity of the 
recording. In addition, some adware might come through integrated spyware like 
keyloggers and other software that violates privacy [23]. 

Spyware. Spyware is utilized to steal confidential information from a computer sys-
tem and transmit it to a third party, or preserve a watch on a user’s events and have the 
ability to gather information and send it to the hackers. It is installed without the aware-
ness of the system owner and stealthily collects the information and forwards it back to 
the hacker [25]. 

Keyloggers. It is a type of spyware that is utilized to record keystrokes in order to 
steal credit card details (e.g., ATM card numbers), passwords, and other significant and 
confidential information. It can be transferred to a computer once the user visits an 
infected site or through some other malicious program that is installed on the user's 
computer [25]. The recording is saved in a log file, which is typically encrypted and 
sent to a particular receiver [23]. 

Rootkits. This is known as malicious software or a collection of software tools uti-
lized by attackers to gain persistent administrator level access and designed to give 
unauthorized access to a computer system so as to camouflage the altering of files [23]. 
Rootkits have the ability to control the operating system and hide themselves in the 
system, as well as provide a secure environment for other malware to evade antivirus 
and deliberate them as common applications [25]. 

Virus. A virus is a kind of malware that can infect computers and files by replicating 
itself over a network. It can cause serious damage to the computer system, such as deg-
radation of the system performance, modification or deletion of data, and denial of ser-
vice [23], [25]. A virus is a malicious executable code attached to another executable 
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file. The virus spreads when an infected file is passed from system to system [26]. Once 
a program virus is active, it will infect other programs on the computer. A virus can be 
transmitted to other computers in many different ways, such as by inserting copies of 
infected files into a removable medium such as a USB drive, DVD, or CD, or by send-
ing an infected file as an email attachment [26], [27]. 

Backdoor. Backdoor is a category of malware that provides an auxiliary stealthy 
arrival to the system; attackers bypass the habitual authentication used to access the 
system. The main characteristic of the backdoor is that it opens the door for attackers 
to cause destruction [23]. In addition, the backdoor also has another feature that grants 
cybercriminals future entrance to the system even if the organization repairs the original 
vulnerability used to attack the system. 

Sniffers. Sniffers are programs that monitor, analyze, and capture any data passing 
over a network [25]. Sniffers access information through network interface cards 
(NICs). After a system has been infiltrated, attackers utilize sniffers to capture pass-
words and other system information. 

Botnet. It is a kind of malware that is also known as a Bot, which is a piece of 
software that allows the attackers to gain access and control of the infected computer 
system to do harmful and malicious activities such as steal information, spam messages, 
denial of service attacks (DoS), and Distributed Denial of Service (DDoS) attacks with-
out the awareness of legitimate users [23], [25]. Bots have the ability to propagate over 
backdoors that are made available by a virus or worm on the target computer [23]. By 
using several bots, Distributed Denial of Service (DDoS) attacks, which have the ability 
to hamper the services of the target computer machine through over-saturating its re-
sources or bandwidth with requests, can be launched [28]. 

Worm. A worm is a malicious program that can disrupt systems and applications by 
morphing their primary codes, causing those systems and applications to disintegrate 
and become unusable [2], [7]. It can multiply, infect, and spread without being attached 
to a host [8]. The worm is designed to infect another machine by self-replicating and 
copying itself without the need for human intervention. Worms, unlike viruses, can 
infect without the need for a pre-existing program [29]. Self-replication refers to the 
worm's ability to duplicate itself, and its ability to run independently of other software 
[29]. The worm spreads over a computer network to reach the target system. Many 
worms have the purpose of stealing data, erasing it, and then spreading to new comput-
ers [30]. The worm could have a significant negative impact on network systems, such 
as using too much system memory or processor (CPU) and causing numerous apps to 
cease responding [31]. A worm can carry malicious code or be used to install other 
types of malwares on a computer (e.g., adware). 

Trojan Horse. A Trojan is malicious software that disguises itself as beneficial or 
legal software. Cybercriminals utilize it to get access to users' computers. Users are 
frequently fooled by social engineering, which results in Trojans being installed un-
knowingly on their systems [30]. A Trojan Horse appears to be a useful program, yet it 
serves a malicious goal. They do not duplicate themselves; instead, they are down-
loaded onto a computer through internet contact [25]. The Trojan horse is installed on 
the victim's computer and, once installed, it can remotely control the victim's computer, 
steal confidential information, monitor user activity, and delete, edit, or corrupt files on 
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the system where it is installed [32]. Trojans, unlike computer viruses and worms, must 
interact with users in order to propagate. Because Trojans are usually found after they 
have infected a computer system, they are one of the most destructive and dangerous 
types of malwares [23], [32]. 

The Trojan horse is divided into two main categories [29], which are: (i) Remote-
Access Trojan and (ii) Trojan General. 

1. Remote-Access Trojans: The Trojan horse of this sort is the most hazardous type of 
Trojan horse. They feature a unique capability that allows the attacker to control the 
victim PC remotely across a LAN or the Internet. An attacker can use this type of 
Trojan to carry out malicious operations such as stealing confidential information 
from the victim machine. 

2. General Trojans: Trojans of this class engage in a wide range of malicious actions. 
They can jeopardize the integrity of victim machines' data. They can use system files 
that include URLs to reroute victims' workstations to a certain web site. They have 
the ability to install a variety of harmful software on victims' systems. They can even 
monitor user activity, save the data, and transfer it to the attacker. 

3 Related works 

This section summarizes some related research on malware detection using Machine 
Learning methods. There has been a lot of progress in the field of cloud malware de-
tection. Recently, there has been a surge in interest in machine learning-based tech-
niques to developing malware detection models on the cloud [33] – [37].  

According to [30] a Convolutional Neural Network-based malware detection solu-
tion for cloud platforms (CNN) had been proposed. For malware detection, they used 
both a 2D CNN model and a 3D CNN model. They experimented with the data they 
acquired by running various malware on virtual PCs. The accuracy of the 2D CNN 
model is 79 percent, whereas the accuracy of the 3D CNN model is 90 percent. How-
ever, this study just looks at CNN and does not provide a comparison to classic machine 
learning algorithms [33], which is what we want to do in this research.  

According to [38], They explored a machine learning-based malware detection 
framework and demonstrated the usefulness of a variety of machine learning models, 
including Decision Trees, Support Vector Machines, and others. They used the Cuckoo 
sandbox to evaluate malware samples in a simulation environment. The Cuckoo 
sandbox runs malware samples in a virtual environment and generates an analysis 
report based on their behavior. Many researchers [38], [39] have used the Cuckoo 
sandbox for malware investigation in the past.  

The usefulness of utilizing CNN, RF, and KNN models for malware detection and 
relying on features retrieved from API calls was investigated by researchers in [40] – 
[42]. Additionally, [43] utilizes the random forest classifier to monitor the process 
activity of a virtual machine. 

The effectiveness of SVM and Gaussian-based techniques using cloud performance 
indicators. and their study focused on cloud anomaly detection in general [44]. For 
detection purposes, [45] suggested a unique k-means clustering approach. This method 
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proved successful in detecting highly active malware, but not in detecting malware with 
low activity. 

The authors in [46] had suggested a honeypot and machine learning-based 
architecture for identifying malware. This research had used Support Vector Machines 
(SVM) and Decision Tree algorithms. In terms of accuracy, decision Tree and SVM 
algorithms have been demonstrated to be superior. 

To detect and categorize malwares, [47] suggested a novel malware analysis meth-
odology. In Weka, they deployed a variety of machine-learning models. They 
discovered that the J48 Decision Tree has good detection and classification accuracy. 
They used 220 samples for the experiment, which could be skewed because not all of 
the attributes were included in that number of samples. 

3.1 Machine learning models 

In this section, we'll go over the various machine learning models we employed in 
our research. 

Random Forest Classifier (RFC). Random Forest algorithm had been created [48]; 
it is a supervised machine learning technique. An ensemble of classification trees is 
used in this technique [49]. The ensemble learning method creates a large number of 
learners who are then combined into a single result set. Random Forest is based on a 
variation of the Bagging method [50]. Each classifier in Bagging is constructed indi-
vidually using a bootstrap sample of the input data. A decision is made at a node split 
in a normal decision tree classifier based on all feature properties. The optimum param-
eter at each node of a decision tree in Random Forest, on the other hand, is made up of 
a randomly selected number of characteristics [43]. This random feature selection aids 
Random Forest models in not only scaling effectively when there are numerous features 
per feature vector, but also in reducing feature attribute correlation. As a result, this 
approach is less susceptible to data noise. Furthermore, this classifier deals with miss-
ing values in the data [51]. 

Naive Bayes. It is a classification technique based on Bayes Theorem. The Bayes 
Theorem is used to generate classifications via the Naive Bayes classifier. The Bayes 
Theorem is a method for calculating conditional probability based on a set of attributes, 
but it takes a lot of computing power. The Bayes Theorem presupposes that all features 
are interdependent, which is why the theorem is so computationally intensive. To ad-
dress this, a simpler or Naive technique was developed based on the premise that each 
of the features is independent; this assumption allows the theorem to be simplified, 
lowering the processing resources required. 

Nearest Neighbor (IBK). It’s also known as kNearest Neighbor (KNN), and it's a 
supervised learning classification method that works by evaluating the distances be-
tween samples that are close together. KNN employs the concept that samples with the 
same classification will be closer in distance to categorize a new sample based on the k 
closest neighbors. 

Support Vector Classifier (SVC). Support Vector Classifiers are classification 
models that use supervised learning. The ability of SVC to use a non-linear kernel al-
lows it to do non-linear classifications efficiently. This also cuts down on the amount 
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of computing resources needed to calculate relationships in infinite dimensions. Be-
cause there isn't always a clear linear categorization between features, SVC uses higher 
dimensional relationships to make classifications that previous approaches, such as lo-
gistic regression, couldn't be able to make. 

Bayesian Networks. Bayesian Networks (also known as Bayesian Belief Networks) 
is a probabilistic directed acyclic graphical model that shows conditional dependencies 
using directed acyclic graph Network can be used to detect "update knowledge of the 
state of a subset of variables when other variables (the evidence variables) are ob-
served." In many applications of classification and information retrieval, Bayesian Net-
works are used [52]. 

Regression. Regression is a supervised learning method. It can be used to make 
predictions and model continuous variables. The following are some examples of ap-
plications of the linear regression algorithm: real-estate price prediction, sales forecast-
ing, student test score forecasting, and stock exchange price forecasting. We have la-
beled datasets in regression, and the output variable value is dictated by the input vari-
able values, making it a supervised learning strategy. 

Decision Tree. It is a supervised machine learning method for solving classification 
and regression issues that involves continuously splitting data based on a parameter. 
The leaves make the decisions, while the nodes partition the data. The decision variable 
in a classification tree is categorical (the outcome is in the form of Yes/No), whereas 
the decision variable in a regression tree is continuous. The following are some of the 
benefits of using a decision tree: It is suitable for both regression and classification 
problems; it is simple to interpret; it is simple to handle categorical and quantitative 
values; it can fill missing values in attributes with the most likely value; and it has high 
performance due to the efficiency of the tree traversal algorithm. The downsides of a 
decision tree, on the other hand, are that it can be unstable, that it can be difficult to 
control the size of the tree, that it can be prone to sampling error, and that it provides a 
locally optimal answer rather than a globally optimal solution [53]. 

Multilayer perceptron. The Multilayer Perceptron is a nonparametric estimator that 
may be used to categorize and identify malware and intrusions. It is an artificial neural 
network structure (Nuanmeesri & Poomhiran, 2022). Using the back-propagation train-
ing process, the multilayer perceptron is the most often used model in neural network 
applications. The definition of architecture in MLP networks is crucial, because a short-
age of connections can prevent the network from solving the problem of insufficient 
customizable parameters, whilst an excess of connections can lead to over-fitting of the 
training data. Especially when a large number of layers and neurons are used [53], [54]. 

J48. The J48 algorithm is a C4.5 decision tree learner implementation. Decision tree 
models are generated as a result of this implementation. It splits a dataset recursively 
according to attribute value tests in order to distinguish the possible predictions. To 
generate decision trees for classification, the algorithm employs the greedy technique. 
The training data is used to build a decision-tree model, which is then used to categorize 
the trained data. J48 is a program that creates decision trees. The J48 decision tree's 
node assesses the existence and importance of each unique attribute [55]. 

Table 1 summarizes the features, scope, malware analysis approach, and the classi-
fiers used in various earlier and related research works. In addition, the last rows in the 
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table summarizes the features, scope, malware analysis approach, and the classifiers 
used in this research. 

Table 1.  Distinctions between our work and others 
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As the table depicts, earlier works had concentrated on detecting general malware in 

the cloud computing environment. Whereas, this research has focused on specifically 
detecting Trojan horses in the cloud computing environment. Furthermore, this research 
has investigated wider range of machine learning classifiers such as Multilayer Percep-
tron, J48, Regression, and Bayesian Networks that have not been used previously in the 
earlier studies. 

4 Malware analysis techniques 

Malware analysis is the first step in detecting malware. To detect malware, first, 
malware behavior must be examined to determine how malware performs its function. 
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Hence, malware detector developers can easily incorporate defensive features. Based 
on time and technology used to perform the analysis, malware analysis approaches are 
categorized into two groups static and dynamic. The following subsections discuss 
these approaches in detail.  

4.1 Static analysis  

Static Analysis analyzes executable malware file in a controlled environment with-
out executing it [25], [65], [66]. To assess whether or not the software contains harmful 
code, static information is collected from the code [25]. Many static features of the 
executable file are existed, such as memory compactness. Decompiler, dissembler, 
source code analyzers, and debugger are some of the tools that can be used to perform 
static analysis [25]. 

Static analysis can only reliably detect known malware signatures. As a result, it may 
occasionally fail to analyze unknown malware signatures that are not in its database. 
Static analysis is usually based on signatures, which must be updated on a regular basis 
and requires human expertise to produce new signatures [2], [7]. Due to the above rea-
sons, it is not used in this research. 

4.2 Dynamic analysis 

The behavior of malware is examined in a dynamically controlled environment dur-
ing dynamic analysis. When the malware runs, it modifies the registry and switches the 
operating system to privilege mode. Once the malware switches to privilege mode, it 
will gain the ability to control everything in the operating system. 

Dynamic analysis software has a complete control over all resources. Hence, it can 
run in a safe environment. The software can update computer registry keys and it can 
execute in debugger mode in a controlled environment. After executing and analyzing 
a malware sample, the dynamic environment reverts to its prior snapshot which was 
created at the beginning of environment formation. This ensures that the environment 
is un-infected before analyzing another malware sample. 

In this research, Sandbox, Portmon, Process Explorer, and other tools are used for 
dynamic analysis. Compared to static analysis, dynamic analysis is more effective [25], 
and it has significant capability and high reliability [67]. Due to the above reasons, 
dynamic analysis is adopted in this research. 

5 Research methodology 

This section contains a full description of the study's planned methodology, includ-
ing explanation of the controlled lab setup, dataset collecting, analysis, and feature ex-
traction.  
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5.1 Dataset collection 

VirusShare.com [2], [7], [38], [68] and VirusTotal [38], [69] have been used to ob-
tain cloud trojan horse and benign samples. Virusshare is one of the internet's largest 
openly distributed virus repositories. The VirusTotal site, on the other hand, is a mal-
ware samples repository that provides forensic investigators, incident responders, and 
security researchers with curious access to dangerous code samples [38]. 

1160 executable Trojan horse and benign samples have been collected from samples 
available on virushare.com and VirusTotal. These samples were recognized by various 
large anti-viruses such as Kaspersky, Bit Defender, Avira, Avast, AVG, Comodo, F-
Secure, and others. This dataset will then be used to do further malware analysis using 
machine learning algorithms. 

5.2 Controlled lab set up 

For Trojan horse analysis, a controlled lab environment is used. Figure 1 illustrates 
the controlled lab setup for trojan horse malware analysis employed in this study's ex-
periments. To prevent Trojan horse propagation, the physical network connection must 
be disconnected in order to create a fully regulated isolated environment. However, 
dynamic analysis of Trojan horse samples is not possible without a network connection. 
Hence, virtualization technology is employed in this setting to create a virtual cloud 
environment, and another server (the attacker and monitoring host) is connected to the 
cloud through Vmnet [2]. Similarly, this controlled lab architecture had been used in 
[2], [32], and [38]. 

 
Fig. 1. Controlled laboratory setup 

Figure 1 shows a controlled lab architecture that is completely disconnected from 
the internet. The cloud is deployed in a virtual environment on a physical system. The 
attacker starts the event in the cloud computing environment from outside of it. Within 
the cloud environment, all monitoring tools are installed on the server. These technol-
ogies are used to keep track of cloud behavior within the cloud. File monitoring, registry 
monitoring, process monitoring, and network monitoring are some of the techniques 
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available. The cloud Trojan horse identification was tested in a controlled lab environ-
ment using dynamic analysis [32], [39] and the Cukoo Sandbox [38] was used for be-
havior monitoring. The Weka data mining tool was also utilized to determine the de-
tection accuracy rate. 

5.3 Analysis phase 

In this stage, all files have been assessed using dynamic and Cuckoo Sandbox anal-
ysis. In this stage, each file is automatically executed. Then, all of its run-time behaviors 
are analyzed. After that, thorough analysis data that characterizes the malware's behav-
iors when it runs inside a newly installed operating system is collected. 

For dynamic analysis, each trojan horse sample’s test is tried in a controlled envi-
ronment mode. After testing each Trojan horse sample, the controlled environment is 
re-established to the uninfected state by utilizing DeepFreeze computer program for 
analyzing the other samples. Furthermore, various dynamic analysis tools [2], listed in 
Table 2, have been used to test each sample's features which were installed in the cloud 
environment. 

In this dynamic analysis phase, Trojan samples have been initially injected to the 
host and the behavior has been observed. Files, tcp, network, registry, all listening ports, 
processes, dlls and RAM, have been monitored using the aforementioned monitoring 
tools. If any of these tools’ triggers unexpected behavior, the sample is flagged as ma-
licious trojan and its features are thoroughly examined. If the sample is not found to be 
malicious, the analysis process for this sample is terminated, and the sample is flagged 
as benign [2], [32]. 

Table 2.  Dynamic analysis tools  

Tools Item2 
Process Explorer To conduct the dynamic analysis  
Newt pro To conduct the dynamic analysis  
Promiscdetect.exe To conduct the dynamic analysis  
Process monitoring To conduct the dynamic analysis  
PortMon To conduct the dynamic analysis  
Wireshark To monitor the network traffic generated from the infected computer 

 
Cuckoo sandbox, on the other hand, is the most extensively used open-source mal-

ware analysis system. For each submitted trojan horse sample, Cuckoo sandbox pro-
cesses the sample file on a clean state virtual computer. It keeps track of all the execu-
tion traces that occur in the virtual environment and creates a complete report for each 
sample. This report describes how the file behaves when run in a realistic yet isolated 
context. A web interface or API calls are used to retrieve the analysis report. 
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5.4 Feature selection module  

Feature selection is the process of determining the significance of existing features 
in a dataset. It retains the significant features and discards those that are not relevant 
[70]. Feature selection helps in getting a better accuracy rate. 

For this study, 1160 trojan horse samples have been gathered from Virusshare and 
Virustotal. Dynamic analysis and the Cuckoo Sandbox analysis report have been used 
to perform the feature selection process. In this work, feature selection has been accom-
plished by a process that identified characteristics of each trojan horse through analysis 
performed in a controlled lab environment and tabulated into a relevant dataset for sub-
sequent investigation. 

After completing this phase, a comprehensive output analysis report is created. This 
report includes information on file and registry key creation, modification, deletion, 
access, and networking protocols. The output file comprises 25 features and has been 
converted into arff format (a compatible file format). This file format encodes the out-
put data to be compatible as an input data for the WEKA machine learning simulation 
environment. J48, IBK, Nave Bayes, Random Forest, Regression and other classifiers 
and a 10-fold cross-validation have been used in this research to achieve a successful 
classification of the trojan horse dataset. 

6 Experimental results and discussion  

Experiments have been carried out with the entire dataset. Weka software is utilized 
in this experiment and a 10-fold cross-validation method has been adopted in this re-
search. Weka software is utilized to apply the machine learning methods in this exper-
iment. Weka is a Java-based open-source application. It has a set of machine learning 
methods for dealing with data mining issues [71]. Many scholars, including [2], [23], 
[38] have employed Weka in their work for clustering, classification, and detection.  

The experiment was carried out with the use of a 10-fold cross-validation dataset 
created with Weka. The 10-fold cross-validation method is the professional standard 
for determining a learning scheme's error rate on a given dataset. Ten times ten-fold 
cross-validation was performed for reliable results [72], [75]. Furthermore, the 10-fold 
cross-validation separates the dataset into ten parts (folds). As a result, for each dataset 
parts, nine times are used for training and one is used for testing.  

Weka uses 10-fold cross-validation by default because extensive studies on a variety 
of datasets using various learning algorithms have demonstrated that 10 folds is about 
the right number of folds for getting the best estimate of error [73]. There are two pri-
mary causes for using a 10-fold cross-validation test of this type. First, 10-fold cross-
validation makes use of as much data as feasible during the training and testing process. 
Second, its findings are more accurate [74]. 

Different standard performance indicators, such as True Positive (TP) Rate, False 
Positive (FP) Rate, Accuracy, Precision, Recall, Kappa Statistics, F-Measure, and Re-
ceiver Operating Characteristic (ROC) Area, have been utilized to evaluate the perfor-
mance of the classifiers. Table 3 shows the experiment’s results of this research. 
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Table 3.  Trojan horse detection results in cloud computing environment using various 
machine learning methods 

Algorithm TP 
Rate 

FP 
Rate Precision Recall F-Meas-

ure 
ROC 
Area 

Kappa 
Statistic 

Accuracy 
(%) 

Naïve Bayes 0.957 0.291 0.957 0.957 0.953 0.97 0.768 95.6897 
Random Forest 0.957 0.291 0.957 0.957 0.953 0.966 0.768 95.6897 
IBK 0.957 0.291 0.957 0.957 0.953 0.966 0.768 95.6897 
Regression 0.957 0.291 0.957 0.957 0.953 0.958 0.768 95.6897 
J48 0.957 0.291 0.957 0.957 0.953 0.96 0.768 95.6897 
Multilayer Perceptron 0.959 0.278 0.959 0.959 0.955 0.971 0.779 95.8621 
Bayesian Networks 0.957 0.291 0.957 0.957 0.953 0.97 0.768 95.6897 
SMO 0.959 0.278 0.959 0.959 0.955 0.84 0.779 95.8621 

6.1 True positive rate results  

The number of cloud’s trojan horse samples that are accurately classified and la-
belled as harmful is known as true positive (TP). Equation (1) is used to compute TP. 

 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑇𝑇 𝑇𝑇𝑟𝑟𝑝𝑝𝑇𝑇 (𝑇𝑇𝑇𝑇𝑇𝑇) = 𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)

 (1) 

From the experimental results of the classifiers in this study, Multilayer Perceptron 
and Support Vector classifier (SMO) achieves the highest true positive of 0.959 fol-
lowed by Naïve Bayes, Random Forest, IBK, Regression, J48 and Bayesian Networks 
classifiers of 0.957. Figure 2 and Table 3 shows the TP Rate of each classifier. 

 
Fig. 2. TP rate of several classification algorithms 

6.2 False Positive rate results  

The False Positive (FP) indicates that the data has been misclassified, implying that 
it belongs to a different class. The performance evaluation considers the FP in addition 
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to TP. In a nutshell, FP is the number of cloud’s trojan horse samples that are wrongly 
labeled as harmful. Equation (2) is used to calculate FP. 

 𝐹𝐹𝑟𝑟𝐹𝐹𝑝𝑝𝑇𝑇 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑇𝑇 𝑇𝑇𝑟𝑟𝑝𝑝𝑇𝑇 (𝐹𝐹𝑇𝑇𝑇𝑇) = 𝐹𝐹𝑇𝑇
(𝐹𝐹𝑇𝑇+𝑇𝑇𝐹𝐹)

 (2) 

In the case of FP, Multilayer Perceptron and SMO shows the lowest FP rate with 
0.278 compared to Naïve Bayes, Random Forest, IBK, Regression, J48 and Bayesian 
Networks classifiers of 0.291. Figure 3 and Table 3 shows the FP Rate of each classifier. 

 
Fig. 3. FP rate of various classification algorithms 

6.3 Precision rate results 

The proportion of true positive classifications in all positive findings is explained by 
precision. It refers to the number of samples that are accurately identified and are not 
false positives. The TP and FP rates are used to calculate precision, as stated in Equation 
(3). A higher TP indicates greater precision: 

 𝑇𝑇𝑇𝑇𝑇𝑇𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑃𝑃 = 𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇)

 (3) 

Table 3 and Figure 4 show the precision results for the various classifiers employed 
in this investigation. Figure 4 shows that the Multilayer Perceptron and SMO have a 
satisfactory precision value of 0.959. As the figure depicts, Multilayer Perceptron and 
SMO have a greater precision rate than other classifiers. 
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Fig. 4. Precision rate of various classification algorithms 

6.4 Recall rate results 

The number of projected cloud’s trojan horse samples that are accurately classified 
and labelled as harmful is known as true positive (TP). Equation (1) is used to compute 
TP. 

 𝑇𝑇𝑇𝑇𝑃𝑃𝑟𝑟𝐹𝐹𝐹𝐹 = 𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇
(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)

 (4) 

From Table 3 and Figure 5, it is clearly seen that the Multilayer Perceptron and SMO 
have the highest recall values, which are 0.959%. While all other classifiers recall val-
ues are equal and their recall value is equal to 0.957%. 

 
Fig. 5. Recall rate of various classification algorithms 
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6.5 F-Measure rate results 

F-Measure is the value that combines both precision and recall into a single value to 
measure the system's overall performance. Equation (5) depicts the way F-measure is 
calculated. 

 𝐹𝐹 −𝑀𝑀𝑇𝑇𝑟𝑟𝑝𝑝𝑇𝑇𝑇𝑇𝑇𝑇 = 2 𝑥𝑥 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑥𝑥 𝑇𝑇𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅+ 𝑇𝑇𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

 (5) 

The experimental results in Table 3 and Figure 6 show that SMO and Multilayer 
Perceptron have the highest F-measure of 0.955. 

 

Fig. 6. F-Measure rate of various classification algorithms 

6.6 Roc Area rate results 

The probability of a classifier ranking a randomly chosen positive instance higher 
than a randomly chosen negative instance is known as the ROC Area. A perfect predic-
tion is represented by ROC value of 1.0. The experimental results for the various clas-
sifiers in this study have shown that Multilayer Perceptron has the best performance in 
term of ROC Area rate of 0.971. On the other hand, SMO has the worst performance 
ROC of 0.84. The ROC Area Rate for each classifier is shown in Table 3 and Figure 7. 
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Fig. 7. ROC Area rate of various classification algorithms 

6.7 Kappa statistic rate results 

The Kappa statistic is a performance indicator that compares observed and expected 
accuracy (random chance). It expresses the level of agreement between real classes and 
categories. The maximum kappa statistic value is 0.78, which indicates full agreement. 

The experimental results in Table 3 and Figure 8 show that Multilayer Perceptron 
and SMO have the highest Kappa statistic performance value of 0.779. Other classifiers 
Kappa statistic performance values are equal and their Kappa value is equal to 0.768. 

 
Fig. 8. Kappa statistic rate results of various classification algorithms 
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6.8 Accuracy rate results 

Correctly classification is another term for accuracy. Accuracy is a performance sta-
tistic for expressing the percentage of right predictions. The accuracy rates for various 
classifiers are illustrated in Table 3 and Figure 9. 

 
Fig. 9. Accuracy rate of various classification algorithms 

The experimental results for the various classifiers in this study have shown that the 
Multilayer Perceptron and SMO have the highest accuracy rate value of 95.86. In con-
trast, all other classifiers accuracy rates are equal and their accuracy rates is equal to 
95.68. As a result, it can be inferred that, in terms of correctly classified rates, the Mul-
tilayer Perceptron and SMO classifiers outperformed other classifiers. 

Based on the findings in Table 3 and Figures 2–9, it can be inferred that Multilayer 
Perceptron and SMO classifiers have outperformed Nave Bayes, Random Forest, IBK, 
Regression, J48, and Bayesian Networks classifiers for trojan horse detection in a 
cloud-based environment. 

7 Conclusion 

This research has compared eight machine learning classifiers for Trojan horse de-
tection in a cloud-based environment. These classifiers include Multilayer Perceptron, 
SMO, Nave Bayes, Random Forest, IBK, Regression, J48, and Bayesian Networks. The 
accuracy of the cloud trojan horse detection rate has been investigated using dynamic 
analysis, Cukoo sandbox, and the Weka data mining tool. Initially, the controlled lab 
has been set up. Then, trojan horses dataset has been collected. After that, cloud trojan 
horse dataset has been analyzed in the established controlled lab environment. Then, 
significant features are extracted. Finally, Weka software is utilized to apply the various 
machine learning classifiers on cloud trojan horses dataset and compare their detection 
accuracy rate. 10-fold cross-validation method has been adopted during the experi-
ments. Based on the conducted experiments, the SMO and Multilayer Perceptron have 
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been found to be the best classifiers for trojan horse detection in a cloud-based envi-
ronment. Although SMO and Multilayer Perceptron have achieved similar results, Mul-
tilayer Perceptron has outperformed SMO in term of ROC area. Further research is 
needed to improve the accuracy rate of Trojan horse detection in the cloud computing 
environment. The findings of this research will be extremely useful to other researchers 
to develop an effective and efficient technique for Trojan horse detection in cloud com-
puting environment. 
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