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Abstract—This paper presents a new algorithm in an important research 
field which is the semantic word similarity estimation. A new feature-based al-
gorithm is proposed for measuring the word semantic similarity for the Arabic 
language. It is a highly systematic language where its words exhibit elegant and 
rigorous logic. The score of sematic similarity between two Arabic words is 
calculated as a function of their common and total taxonomical features. An Ar-
abic knowledge source is employed for extracting the taxonomical features as a 
set of all concepts that subsumed the concepts containing the compared words. 
The previously developed Arabic word benchmark datasets are used for opti-
mizing and evaluating the proposed algorithm. In this paper, the performance of 
the new feature-based algorithm is compared against the performance of seven 
ontology-based algorithms adapted to Arabic. The results of the evaluation and 
comparison experiments show that the new proposed algorithm outperforms the 
adapted word similarity algorithms on the Arabic word benchmark dataset. The 
proposed algorithm will be included in the AWN-similarity which is free open-
source software for Arabic. 

Keywords—semantic similarity, feature-based algorithm, Arabic word simi-
larity, and Arabic wordnet 

1 Introduction 

There is a massive increase in textual data generated over time resulting in in-
creased interest in natural language processing applications particularly from Artifi-
cial Intelligence experts to enable the retrieval and analysis of this huge amount of 
data. Semantic word similarity estimation is an important component that plays a 
crucial role in text processing and understanding. It has been included in a wide range 
of natural language processing tasks intending to make them seem more intelligent [1] 
such as ontology learning, information retrieval, question answering, word sense 
disambiguation, text classification ,text summarization, electronic learning, and ma-
chine translation [2, 3, 4, 5]. The computational methods of semantic similarity are 
used for identifying and quantifying likeness between pair of words by exploiting the 
common attributes shared between them. These methods rely on the evaluation of the 
semantic information extracted from a knowledge source. Ontologies have been re-
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ceived great attention from the research community concerned with semantic similari-
ty. Several ontology-based methods have been proposed which can be categorized 
into methods rely on the structure of an ontology, methods that combine information 
content obtained from a corpus with semantic information, and methods rely on sets 
of ontological features. When it comes to semantic similarity, studying the features of 
a word considers very important due to the valuable information related to knowledge 
about the word that covered by this study. Features-based methods utilize semantic 
information more than those were exploited by methods in structure-based category. 
The additional knowledge contributes to better differentiate pairs of words and thus 
improves the similarity score [6]. Moreover, feature-based methods do not require 
sense-tagged data as those used by methods in the information content-based catego-
ry. Where the process of producing this data is performed manually resulting in hin-
dering the scalability and applicability of the information content-based methods with 
large corpora [6, 7]. In this paper, a new feature-based algorithm is proposed for 
measurement the word similarity for Arabic. Arabic is one of the Semitic languages 
which is the official language of the Arabic nation. The structure of the Arabic words 
is very systematic as it exhibits elegant and rigorous logic where the words are pro-
duced on the basis of a system of roots and templates [8]. For the Arabic language, 
the word similarity estimation field is more challenging because of the language's 
subtlety and higher complexity resulting in considering it a language with low seman-
tic resources [9]. This explains the reason for the paucity of works presented in this 
field. The new proposed algorithm estimates the semantic similarity by taking use of 
taxonomical features omitted by other ontology-based algorithms. It utilizes a 
knowledge source for Arabic called as Arabic wordnet [10] as the base for performing 
the similarity estimation. The performance of the new feature-based algorithm is 
evaluated and compared against seven ontology-based algorithms using an Arabic 
word benchmark dataset. These ontology-based algorithms were previously intro-
duced for English and then adapted to Arabic by [11] to develop open source packag-
es to estimate Arabic word similarity that are free to use. The proposed algorithm 
aims to rival the adapted ontology-based algorithms in terms of accuracy.  

Finally, the proposed algorithm will be included in the AWN-similarity packages 
[11] which are free open sources software that implement a number of word/concept 
similarity measures adapted to Arabic. All the implemented measures are on the basis 
of the structure and content of the AWN.  

This paper is organized to review the existing ontology-based similarity measure-
ments in section 2, followed by section 3 which introduces the new Arabic feature-
based similarity algorithm. Section 4 illustrates the evaluation procedure of the pro-
posed algorithm with a discussion of the experimental findings. 

2 Ontology-based similarity measurements 

A comprehensive discussion of semantic similarity techniques can be found in [1]. 
The existing similarity metrics created based on the English WordNet content and 
structure will be reviewed based on the following classification. 
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2.1 Structure-based similarity measures 

Structure-based and also known as edge counting-based similarity measures typi-
cally use a function for computing the similarity based on the structure of ontology 
such as wordnet. The simplest form of the structure-based measures proposed by 
Rada et al. [12] where the similarity score was identified by calculating the distance 
(path length) between two concepts. The concepts with minimum path length consid-
ers more similar because they are close to each other in the taxonomy. 

Leacock and Chodorow [13] presented a measure that estimating the similarity 
score by calculating the minimum path linking the concepts to be compared as well as 
the maximum depth in the taxonomy of English wordnet. 

Wu and Palmer [14] proposed another structure-based measure for purpose of 
translating verbs from English to Chinese. This measure calculated the minimum path 
length linking the compared concepts by determining their meeting point that sub-
sume them and the depth from meeting point to the root of taxonomy. 

The similarity score identified by Pekar and Staab [15] measure was on the basis of 
the calculation of the minimum path between the compared concepts. The semantic 
similarity was directly proportional to the count of edges between the root of the tax-
onomy and the meeting point of the compared concepts. 

Zhong et al. [16] used the depth from meeting point to the root of taxonomy with 
the depth of the compared concepts to identify the similarity score. A value denoted 
as milestone was given to each concepts in the hierarchy. This value was used to 
calculate the distance between each of the compared concept and their meeting point. 

2.2 Information content-based similarity measures  

The measures proposed for this group augmented the concepts of ontology with in-
formation content derived from a corpus. For each concept, its information content 
was calculated based on its occurrence in a corpus.  

Resnik 1995 [17] proposed a similarity measure that computes the information 
content value of the concept that subsumes the concepts to be compared to determine 
the score of similarity. This measure gives the same similarity score to the concepts 
that have the same meeting point. This limitation was addressed by Jiang and Conrath 
[18] and Lin [19]. In their proposed measures some modifications were made for 
considering the information content of the concepts to be compared.  

Lin's method compared the information content of the concept that subsumes the 
concepts to be compared as Resink with the information content values calculated for 
each concept. 

Jiang and Conrath method calculated the path length linking the concepts to be 
compared linearly. For each concept, its information content was calculated and their 
sum was subtracted from the information content of the concept that subsumes the 
concepts to be compared. 
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2.3 Feature-based similarity measures 

The proposed measures in this group determine the similarity score as a function of 
the evaluated concepts properties. These concepts are described as set of concepts that 
indicates their ontological features such as synonyms sets, glosses in wordnet and 
different semantic relationships. The similarity is determined based on the degree of 
overlap between the ontological features sets associated with each of the compared 
concepts. 

Tversky 1977 [20] proposed a feature-based measure calculating the semantic 
similarity using the common and distinctive features of the two concepts. This meas-
ure does not consider the concept's position in taxonomy or its information content. 
The compared concepts were described as sets of words that indicate their features. 
Based on the notion that common features cause the similarity to increase while dis-
tinctive features tend to reduce it, the similarity score was calculated using Eq. (1). 

𝑆𝑆𝑆𝑆𝑆𝑆 (𝑎𝑎, 𝑏𝑏) = ∝ ∙ 𝐹𝐹(𝐴𝐴 ∩ 𝐵𝐵) − 𝛽𝛽 ∙ 𝐹𝐹(𝐴𝐴 − 𝐵𝐵) − 𝛾𝛾 ∙ 𝐹𝐹(𝐵𝐵 − 𝐴𝐴) (1) 

Where a and b are the compared concepts, A and B are the sets of the compared 
concepts features. α, β and 𝛶𝛶 represent the contribution of each of the proposed 
measure's component.  

Rodriguez and Egenhofer [21] presented a feature-based measure that can be ap-
plied to estimate single or cross ontology similarity. The similarity was determined by 
combining the similarities between synonym sets, the distinguishing features, and 
semantic neighborhoods of the compared terms. The semantic similarity score was 
identified using Eq. (2). 

𝑆𝑆𝑆𝑆𝑆𝑆 (𝑎𝑎, 𝑏𝑏) = 𝑤𝑤 ∙  𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑡𝑡𝑠𝑠(𝑎𝑎, 𝑏𝑏) + 𝑢𝑢 ∙  𝑆𝑆𝑓𝑓𝑒𝑒𝑓𝑓𝑡𝑡𝑓𝑓𝑓𝑓𝑒𝑒𝑠𝑠(𝑎𝑎, 𝑏𝑏) + 𝑣𝑣 ∙  𝑆𝑆𝑠𝑠𝑒𝑒𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑓𝑓ℎ𝑏𝑏𝑏𝑏𝑜𝑜𝑠𝑠(𝑎𝑎, 𝑏𝑏) (2) 

Where w, u and v are the weight factors which represent the contribution of each of 
the proposed measure component. S is the overlap between different features used by 
this measure which calculated as 

 𝑆𝑆 (𝑎𝑎, 𝑏𝑏) = | 𝐴𝐴∩𝐵𝐵|
|𝐴𝐴∩𝐵𝐵|+𝛾𝛾(𝑓𝑓,𝑏𝑏)|𝐴𝐴∖𝐵𝐵|+�1−𝛾𝛾(𝑓𝑓,𝑏𝑏)�|𝐵𝐵∖𝐴𝐴|

 (3) 

Where A, B are the sets of terms for a and b respectively, A\ B represent the terms 
belong to A but not belong to B. γ(a, b) is calculated as a function of the depth of the 
compared terms in the taxonomy using following Equation. 

𝛾𝛾(𝑎𝑎, 𝑏𝑏) =  �

𝑜𝑜𝑒𝑒𝑑𝑑𝑡𝑡ℎ(𝑓𝑓)
𝑜𝑜𝑒𝑒𝑑𝑑𝑡𝑡ℎ(𝑓𝑓)+𝑜𝑜𝑒𝑒𝑑𝑑𝑡𝑡ℎ(𝑏𝑏)

 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ(𝑎𝑎) ≤ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ(𝑏𝑏)

1 −  𝑜𝑜𝑒𝑒𝑑𝑑𝑡𝑡ℎ(𝑓𝑓)
𝑜𝑜𝑒𝑒𝑑𝑑𝑡𝑡ℎ(𝑓𝑓)+𝑜𝑜𝑒𝑒𝑑𝑑𝑡𝑡ℎ(𝑏𝑏)

 ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ(𝑎𝑎) > 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ(𝑏𝑏)
 (4) 

Petrkis et al. [22] presented a feature-based measure known as X-similarity which 
calculated the similarity based on the matching process between synonym sets and 
glosses of concepts derived from English wordnet. The two terms were considered 
similar if their synonym sets, glosses and their neighborhoods concepts are lexically 
similar. The semantic similarity was identified using Eq. (5). 
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𝑆𝑆𝑆𝑆𝑆𝑆(𝑎𝑎, 𝑏𝑏) = �
1, 𝑆𝑆𝑖𝑖 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑡𝑡 (𝑎𝑎, 𝑏𝑏) > 0 

𝑆𝑆𝑎𝑎𝑚𝑚 �
𝑆𝑆𝑠𝑠𝑒𝑒𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑓𝑓ℎ𝑏𝑏𝑏𝑏𝑜𝑜𝑠𝑠(𝑎𝑎, 𝑏𝑏), 𝑆𝑆𝑛𝑛𝑔𝑔𝑏𝑏𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠(𝑎𝑎, 𝑏𝑏)} ,
                           𝑆𝑆𝑖𝑖 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒𝑡𝑡𝑠𝑠(𝑎𝑎, 𝑏𝑏) = 0

 (5) 

The semantic similarity of the synonym sets Ssynsets and the glosses Sglosses 
were calculated as: 

 𝑆𝑆(𝑎𝑎, 𝑏𝑏) =  |𝐴𝐴∩𝐵𝐵|
|𝐴𝐴∪𝐵𝐵|

 (6) 

Where A and B are the set of glosses o synonym sets for a and b, respectively. 
The similarity of the neighbor concepts Sneighborhoods was calculated as: 

 𝑆𝑆(𝑎𝑎, 𝑏𝑏) = max |𝐴𝐴𝑖𝑖∩𝐵𝐵𝑖𝑖|
|𝐴𝐴𝑖𝑖∪𝐵𝐵𝑖𝑖|

  (7) 

Where different kind of semantic relations are calculated separately and then the 
maximum is selected. 

A non-linear measure was proposed by Sánchez et al. [6] for determining the simi-
larity based on the concepts of semantic distance. In their proposed measure, the con-
cepts sharing many generalizations in common have a distance shorter than those that 
have a smaller amount. Where, the semantic similarity was determined by comparing 
the distinctive taxonomic subsumers of the concepts to be compared with the sum of 
the taxonomic subsumers of each concept.  

 𝑑𝑑𝑆𝑆𝑑𝑑(𝑐𝑐,𝑑𝑑) =  𝑙𝑙𝑙𝑙𝑙𝑙2 �1 + |𝐶𝐶∖𝐷𝐷|+|𝐷𝐷∖𝐶𝐶|
|𝐶𝐶∖𝐷𝐷|+|𝐷𝐷∖𝐶𝐶|+|𝐶𝐶∩𝐷𝐷|

� (8) 

Where C and D are the taxonomical features (subsumers) set of c and d. 
Likavec et al. [7] converted the structured-based measure proposed by Li et al. [23] 

into feature-based measure known as Sigmoid similarity measure. The proposed algo-
rithm was evaluated using two datasets in the domain of recipes and Drink ontology. 
The performance of the sigmoid measure was compared with 3 structure-based simi-
larity measures using the two datasets. These are Wu and Palmer, Li and Leacock and 
Chodorow measures. 

 𝑆𝑆𝑆𝑆𝑆𝑆(𝑎𝑎, 𝑏𝑏) =  𝑒𝑒𝐶𝐶𝐶𝐶(𝑎𝑎,𝑏𝑏)−1
(𝑒𝑒𝐶𝐶𝐶𝐶(𝑎𝑎,𝑏𝑏)+1)(𝐷𝐷𝐷𝐷(𝑓𝑓)+𝐷𝐷𝐷𝐷(𝑏𝑏)+1)

  (9) 

Where, CF and DF represent the common features and distinctive features, respec-
tively. All the reported measures are for English and very few were presented for 
Arabic. Almarsoomi et al. [24] presented an Arabic word similarity (AWSS) measure 
inspired by Li measure [23]. AWSS is a structure-based algorithm where the semantic 
similarity score estimated as a function of two factors. These are the shortest path 
linking the words to be compared and the depth of the concept that subsumed them. 
The length and depth were derived from an Arabic knowledge source AWN which is 
a lexical database for Arabic created based on the design and content of a lexical 
database for English [25]. Figure 1 shows a part of AWN hierarchy. 
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This work focuses on the feature-based semantic similarity methods. These meth-
ods consider both common and distinctive features, hence utilizing semantic infor-
mation more than those were exploited by methods in structure-based category. The 
additional knowledge contributes to better differentiate pairs of words and thus im-
proves the similarity score [6, 7]. Moreover, feature-based measures do not require 
sense-tagged data as those used by methods in the information content-based catego-
ry. Where the process of producing this data is performed manually resulting in hin-
dering the scalability and applicability of the information content-based methods with 
large corpora. 

 
Fig. 1. A part of AWN hierarchy 

3 The new feature-based algorithm 

Feature-based methods estimate the similarity using semantic features that are 
hardly obtained in domain ontologies [6], such as concept properties (definitions, 
glosses, synsets) or non- taxonomic relationships. Accordingly, the possibility of 
applying these measures relied on the availability of this kind of information. An 
example of this issue, the glosses of Arabic senses are not available in the current 
version of AWN. Following [6], the decision was made to use taxonomical features 
extracted from AWN to estimate the score of semantic similarity. For each of the 
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compared concepts, a set of all its subsumers that indicates its taxonomical features 
will be associated. In accordance with the portion of hierarchy in Figure 1, the set of 
taxonomical features generated for the concept son ابن is: 

عضي, كائن حي, جسم, مسبب, كینونة) (ابن, ابن, ذكر, نجل, ذریة, قریب, شخص, مت  
(Son, male-offspring, male, child, offspring, relative, person, organism, living 

things, object, casual-agent, entity) 
While the set of features generated for the concept employee مستخدم is: 
( حي, جسم, مسبب, كینونةمستخدم, عامل, شخص, متعضي, كائن  ) 
(employee, worker, person, organism, living things, object, casual-agent, entity). 
Psychological studies demonstrated that human estimate the similarity between 

words by comparing their similarities (common features) rather than their differences 
(distinctive features) [20]. Moreover, Tversky [20] illustrated that the common fea-
tures of concepts cause the similarity to increase while distinctive features tend to 
reduce it. Taking these assumptions into consideration, in this research, the similarity 
of the concepts to be compared is determined as a function of their common and total 
features. 

Given two Arabic concepts c1 and c2, their semantic similarity score is calculated 
as the ratio between the degree of overlap between the sets of taxonomical features 
associated with each concept and the total taxonomical features of the compared con-
cepts. 

 𝑆𝑆𝑆𝑆𝑆𝑆(𝑐𝑐1, 𝑐𝑐2) =  |𝑋𝑋∩𝑌𝑌|
|𝑋𝑋∪𝑌𝑌|

 (10) 

Where, X and Y represent the sets of concepts (all the concept's subsumers, includ-
ing itself) that indicate the taxonomical features of c1 and c2, respectively. |X ⋂ Y| 
represents the common features of the compared concepts and |X ⋃ Y| represents 
their total taxonomical features. For our example, the common features between the 
concepts son ابن and employee  تخدممس  is 6 (كینونة مسبب,  جسم,  حي,  كائن  متعضي,   (شخص, 
while their total features is 14 (  ,ابن, ابن, ذكر, نجل, ذریة, قریب, شخص, متعضي, كائن حي, جسم
 (مسبب, كینونة, مستخدم, عامل

It is intuitive that the concepts c1 and c2 should be more similar if they share more 
common features or they have fewer distinctive features (features belong to a concept 
but not belong to others). Consequently, the similarity should be directly proportional 
to the common features and inversely proportional to the distinctive features. To meet 
these requirements, the Equation of similarity in (10) is rewritten as follows: 

 Sim(c1, c2) =  α |X∩Y|
β (|X∪Y|−|X∩Y|)+α |X∩Y|

 (11) 

Where, α and β are the weight factors of the common and distinctive features. (|X 
⋃ Y| - |X ⋂ Y|) represents the distinctive features of the compare concepts. The dis-
tinctive features of the concepts son ابن and employee مستخدم are 8 (  ,ابن, ذكر, نجل ابن, 

خدم, عامل ذریة, قریب, مست ) 
The similarity values of the proposed measure belong to (0, 1). If there are no 

common features between the compared concepts (|X ⋂ Y| = 0), then the Similarity is 
equal to 0 (𝑆𝑆𝑆𝑆𝑆𝑆(𝑐𝑐1, 𝑐𝑐2) =  0) which fulfills the case of directly proportional. While in 
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the case of equivalent concepts, there are no distinctive features between the com-
pared concepts and in this case the similarity is equal to 1, (𝑆𝑆𝑆𝑆𝑆𝑆(𝑐𝑐1, 𝑐𝑐2) = 1). This 
fulfills the case of inversely proportional. Most applications that used the similarity 
measures do not have sense tagged data. Consequently, the proposed algorithm should 
estimate the similarity score between Arabic words rather than Arabic concepts. Fol-
lowing Resnik [17], the similarity of the compared words is computed by the use of 
the pair of concepts for the two Arabic words resulting in maximum concept similari-
ty. 

Sim(w1, w2) = max�Sim(c1, c2)� ,   c1ϵ s(w1) and c2ϵ s(w2) (12) 

Where,  𝑑𝑑(𝑤𝑤𝑛𝑛) is the set of concepts in the AWN hierarchy which are senses of 
word 𝑤𝑤𝑛𝑛. 

4 Evaluation procedure 

4.1 Dataset 

The validity of the new algorithm is not an easy task, assumed that the similarity 
measure's notion is a subjective human judgment. Resnick [26] demonstrated that the 
validity of an automated semantic similarity algorithm can be determined by compar-
ing the performance of the algorithm with human cognition using a standard dataset. 
The first-word dataset with 70 Arabic word pairs was produced by [27] in 2012 and is 
known as ASSN-70. In its creation methodology, two experiments were conducted to 
generate the dataset word pairs and collect human ratings using a sample of 82 partic-
ipants belonging to several Arabic countries. With the participation of 22 Arabic na-
tive speakers, 70 word pairs were produced using ordinary Arabic words selected 
from Arabic category norms. Human ratings for each of the produced Arabic word 
pair were collected by running a further experiment using a sample of 60 participants. 
Each pair of words was rated based on its similarity of meaning with a scale from 0 to 
4. The similarity ratings for each of the produced word pairs were computed as the 
mean of the ratings given by 60 participants.  

Two sub-datasets were created by partitioning the ANSS-70 for the purpose of us-
ing them in the process of optimizing and evaluating the new proposed methodologies 
[24]. These datasets are known as training and evaluation datasets where each one 
contains 35 pairs of Arabic words. In our experiment, the training dataset is employed 
for identifying the optimum parameters values of the new feature-based algorithm 
while the evaluation dataset is employed to assess its accuracy. 

4.2 Normalization process 

In this research, the latest version of AWN is utilized as the base for performing 
the similarity estimation. The words in AWN have been saved as lemmata with full 
diacritics while the modern words in Arabic are written without diacritics. Also, some 
letters in the Arabic language are written with marks such as (madda (~), and hamza 
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 The Arabic words with these letters were stored with marks in the AWN whilst .((ء)
they are written without marks in the modern writing system. These issues pose an 
interesting challenge to the automatic processing of semantic similarity algorithms for 
Arabic words that rely on the AWN hierarchy. To address these problems, a normali-
zation process is performed to remove the diacritics and the marks from AWN words. 
Consequently, the Arabic words can be retrieved from AWN. 

4.3 Optimum values of the weight factors 

The weight factors of the new feature-based algorithm require identifying their op-
timal values. The training dataset described in section 4.1 was utilized to explore the 
role of the factors of the new algorithm. After assigning initial value to each weight 
factor, the proposed algorithm was used to generate machine rating for each word pair 
on the training dataset. The next step is to calculate the correlation coefficient be-
tween the ratings produced by the proposed algorithm with the mean of human judg-
ments. A set of correlation coefficients was obtained by increasing the values of the 
weight factors α and β. Finally, the values that obtained the highest correlation were 
selected as the optimum values for the weight factors of the proposed algorithm. The 
optimum values achieved the strongest correlation are α = 0.5 and β = 0.8. 

4.4 AWN-similarity packages 

The AWN-similarity packages are free open sources software which implemented 
a number of word/concept similarity measures adapted to Arabic. All the implement-
ed measures are based on the AWN's structure and content. Seven measures were 
included into the newly produced packages. One of them was produced for Arabic 
(AWSS) and six measures were presented for English and successfully adapted to 
Arabic including Rada et al., Leacock and Chodorow (Lch), Wu Palmar (Wup), Pekar 
and Staab (Pks), Sánchez et al, and Zhong et al.  

The developed packages were created to support and encourage Arabic researchers 
in the field to develop, validate and compare new methodologies with measures im-
plemented in these packages. In our experiment, the performance of the new feature-
based algorithm will be compared against the seven ontology-based algorithms on the 
evaluation benchmark dataset. 

4.5 The proposed algorithm accuracy 

Using the identified optimum values of the weight factors α = 0.5 and β = 0.8, the 
accuracy of the new feature-based algorithm is evaluated by applying it to the evalua-
tion dataset mentioned in section 4.1. The findings of the evaluation process are 
shown in Table 1 which represents the human ratings on the evaluation dataset and 
the ratings of the new feature-based measure.  

In order to compare the performance of the new algorithm against the performanc-
es of the similarity algorithms implemented in AWN-Similarity package under the 
same condition, the correlation coefficient of each implemented measure stated in 
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authors' experiments are collected. The correlation coefficient of the new feature-
based algorithm was computed between the machine ratings and the judgments pro-
vided by human on evaluation dataset. The findings of the evaluation and comparison 
experiments are illustrated in Table 2. Figure 2 shows the correlation coefficient 
achieved by the new algorithm and the implemented measures on evaluation dataset. 

The boundaries of the possible performance expected from the computational 
methods of Arabic word semantic similarity have been calculated as the mean of the 
all Arabic participants' correlations (at 0.893) on the evaluation benchmark dataset as 
presented in Table 2. 

The results in Table 2 show that the new feature-based algorithm performed very 
well which obtained a correlation coefficient at 0.90 that exceeded the average of the 
all participants' correlations at 0.893. The similarity ratings given by the new feature-
based algorithm using the evaluation dataset are very close to those provided by hu-
mans on the same dataset as presented in Table 1. 

Moreover, the proposed algorithm outperformed the similarity measures imple-
mented in AWN-Similarity package which achieved the best correlation coefficient 
among them. Sanchez and AWSS algorithms achieved correlations close to the corre-
lation obtained by new proposed algorithm as shown in Table 2. 

Table 1.  Similarity ratings on evaluation dataset from Human and New algorithm 

No. Word Pairs Human 
Ratings 

New Feature-based 
algorithm  أزواج الكلمـــات 

1 Coast        Endorsement 0.01 0  ساحــل          تصدیـق 
2 Noon           String 0.01 0.25              خیـطظھـر  

3 Slave           Vegetable 0.04 0.05 عبد               خضار 

4 Smile           Village 0.05 0  ابتسامة/بسمة    قریــة 
5 Hill              Pigeon 0.08 0.09  تــل               حمامة 
6 Glass           Diamond 0.09 0.05 كأس              الماس 

7 Cord            Mountain 0.13 0.17  حبـل              جبـل 

8 Forest          Shore 0.21 0.12 غابــة             شاطئ 

9 sepulcher    Sheikh 0.22 0.1 ضریـح           شیخ 

10 Tool             Pillow 0.25 0.32 أداة                مخـدة 
11 Coast           Mountain 0.27 0.45  ساحل             جبـل 

12 Tool             Tumbler 0.33 0.56 أداة                قـدح 
13 Journey        Shore 0.37 0 رحلة              شاطئ 

14 Coach           Travel 0.40 0  حافلة              سفر 

15 Feast             Fasting 0.49 0.17 عیـد               صیـام 

16 Coach           Means 0.52 0.38  حافلة              وسیلـة 

17 Girl               Sister 0.60 0.43 فتــاة              اخـت 
18 Master          Sheikh 0.67 0.56 سیــد              شیخ 
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19 Food            Vegetable 0.69 0.56 طعــام            خضار 

20 Slave            Odalisque 0.71 1  عبـد               جاریـة 
21 Run               Walk 0.75 0.61 جـري             مشي 
22 Cord              String 0.77 0.76 حبــل             خیط 
23 Forest           Woodland 0.79 1  غابـة             أحراش 
24 Cushion         Pillow 0.85 1 مسند              مخدة 
25 Countryside  Village 0.85 1  ریف              قریة 
26 Coast             Shore 0.89 1 ساحل             شاطئ 
27 Tool               Means 0.92 1                 وسیلة أداة  
28 Boy                Lad 0.93 1 صبي              فتى 
29 Sepulcher      Grave 0.94 1  ضریح            قبـر 
30 Glass             Tumbler 0.95 1 كــأس             قـدح 

Table 2.  The performance of the new algorithm against the AWN-Similarity package  

Algorithms  Evaluation Dataset 
Average of the correlation of all participants 0.893 
Lch algorithm  0.839 
Rada algorithm 0.851 
Pks algorithm 0.886 
Wup algorithm 0.84 
Zhong algorithm 0.887 
Sanchez algorithm 0.897 
AWSS algorithm 0.894 
New feature-based algorithm 0.90 
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Fig. 2. The correlations achieved by the new feature-based algorithm and the implemented 

algorithms on evaluation dataset 

5 Conclusion 

This paper presented a computational word semantic similarity algorithm for a lan-
guage with low semantic resources. Despite this issue, the proposed algorithm per-
formed very well which gave similarity ratings close to those provided by humans 
resulting in achieving a good correlation coefficient at 0.90. The similarity was calcu-
lated by comparing the common features of the compared words with their total fea-
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tures which emulate human estimation of word similarity. The features used by the 
proposed algorithm were derived from AWN as a set of taxonomical features for 
concepts that containing the compared words. Two experiments were performed to 
validate the new algorithm using two Arabic word similarity benchmarks datasets. 
The first experiment was conducted to identify the optimum parameters' values of the 
new algorithm using the training dataset while the second was for determining the 
algorithm accuracy on the evaluation dataset. The results of the validation experiment 
of the proposed algorithm suggest that a promising accuracy where it achieved a cor-
relation better than the correlations reported by other algorithms implemented in 
AWN-Similarity. In the future, the feasibility of the proposed algorithm will be 
demonstrated by integrating the algorithm in real-live applications, in particular, the 
Arabic short answer grading system. 
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