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Abstract—Human Activity-based studies have become an omnipresent 
research topic in Machine Learning. Considering the countless impacts of human 
activity on persons’ everyday life, we have analyzed the correlation between 
human activity and their product preferences in our study and proposed that 
daily human activity could be a metric for product recommendation models. 
To address this previously unaccounted phenomenon, a new approach is pre-
sented in our study that gives real-time recommendations to users by observing 
their activeness in daily life. However, product recommendation systems mostly 
believe in ratings, and the purchase behavior of users instead of investigating the 
precious insights of users’ daily activities. But we examined smartphones’ GPS 
sensor data using machine learning algorithms to urge insights from users’ daily 
activeness and proposed a model for predicting the product of interest of the 
purchasers, based on the activeness of their daily life. Moreover, based on our 
model, we have introduced a prototype of a real-time recommendation system, 
especially for the retail shops that rely on users’ implicit data from smartphone 
sensors to form product recommendations. For conducting our study, we devel-
oped an android application that—collects embedded smartphone sensor data 
and can detect objects to provide product recommendations and product details. 
Experiment shows, that our proffered daily activeness-based recommendation 
system using smartphone sensor data, performs with a precision of 66%, but 
it is also a promising performance because it does not use customers’ explicit 
feedback.

Keywords—human activity, smartphone sensors, preferences, object detection, 
recommendations

1	 Introduction

The proliferation of smartphones introduces golden opportunities in human activity 
pattern analysis. One of the reasons is that smartphones are usually equipped with sen-
sors that can be used to infer the User’s lifestyle pattern. Previously, constructing a 
dataset of sensor values was a complex task as it required wearable IoT devices for 
assembling the sensor values. But, the increasing use of smartphones and their embed-
ded sensor system has enabled researchers to gather sensor data effortlessly and can 
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capture any physical change in the environment. Smartphones’ motion sensors like- 
accelerometer, gyroscope, magnetometer, and GPS sensors can record human mobility 
or motion [1], [2], [3], [4].

Prior studies have analyzed smartphone sensor data for profiling human behavior 
by applying machine learning techniques. Profiling human behavior means observing 
human behavior data and getting a pattern or structure from that data. For example—the 
group of individuals who exercise regularly is healthier than others. Here, these groups 
of healthy people may have a similar lifestyle pattern, and profiling can be done based 
on their daily exercise rate [5]. Former studies have developed Android smartphone 
applications to record longitudinal motion, location, and microphone sensor data and 
applied feature extraction techniques to raw sensor data to generate behavior profiles 
from monitoring patients’ behavior [6] to predicting psychological developments [7]. 
Moreover, based on the sensor data of mobile phones, transport mode detection is done 
to know the User’s life pattern or behavior [8], [9], [10]. An android application named 
“Carat” was developed to experiment with how it affects users’ behavior in case of 
long-term use [11]. Surveys found out that among the beginner and advanced users of 
“Carat”, the advanced users gradually learn to manage their battery and find the appli-
cations that consume more battery and replace them with alternatives.

Motivated by the impact of smartphone’s embedded sensor data for human profiling 
or behavioral analysis, we have used smartphone sensor data to evaluate the correlation 
between daily activity and the product of interest of an individual. Additionally, we 
analyzed the customer’s preferences for products based on their activeness in daily life. 
For that purpose, we have built android application that collects embedded smartphone 
sensor data in the background and gives product recommendation, shows rating on a 
product based on users’ product scanning and rating history. From the latitude and lon-
gitude of the GPS sensor, we calculated the traveled distance of customers and applied 
unsupervised machine learning algorithms to cluster customers with similar patterns 
of traveled distance. Besides, we analyzed the product of interest among customers of 
each cluster. After mapping the outcome of interest and activeness, our model found a 
pattern where similar traveled distance customers have similar kinds of product inter-
est. From this inference that there is a correlation between users’ daily activity and 
product of interest, we have implemented a real-time Recommendation System (RS) 
based on daily activity.

Now the question is, why do we need RS? In today’s era, retail shops or online 
shops or websites have really large catalogs of products. RS plays a vital role as there 
are users who know what they need specifically or looking for, whereas others face 
ambiguity while deciding what to pick from such a vast library of resources [12], [13], 
[14]. Recommendation engines or systems are the tools that are used to provide rec-
ommendations to users according to their product of interest [15], [16], [17]. Former 
work distinguishes RS’s filtering techniques into four classes. These are demographic, 
Content-Based Filtering (CBF), collaborative filtering (CF), and hybrid procedures. 
Collaborative filtration is the most comprehensively used progress to scheme rec-
ommender systems [16], [18] and plays a vital role in the suggestion procedure [15], 
[17], [19], [18]. CBF algorithms attempt to suggest items to users based on the char-
acteristics of the correspondence that the User formally chooses. Recommendations 
are founded on users’ demographic profiles in demographic filtration. According to 
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demographic parameters, the information given by the User is supposed to be the same 
like nationality or location, gender, age, etc., to recommend preferable products to the 
User. To beat some general problems occurring by the collaborative and content-based 
filtering procedures like cold start problem, overspecialization problem, and sparsity 
problem, the hybrid filtering procedure is inaugurated [19], [12] by combining multi-
ple filtering techniques. Besides the filtering mentioned above methods, recently, the 
Next Basket Recommendation (NBR) techniques have been used widely in e-com-
merce and grocery shopping [20]. The goal of a next basket recommendation system 
is to recommend items for the next basket for a user [20], [21]. According to authors at 
[22], dividing users’ shopping process into four categories, such as basket information, 
product sentiment, purchased items records, and click or viewed product records, gives 
promising results in the case of CBF. Similarly, as stated in [23] used the same process 
and considered three categories for information extraction from the user profile. An 
internet-based intelligent recommendation was proposed by authors at [24] where the 
hybrid approach was applied by combining content-based filtering and collaborative 
filtering, and a similarity measure of that system was done by using cosine similarity, 
Pearson correlation, and naive Bayesian classifier.

For each recommendation technique mentioned above, numerous researchers have 
enriched recommender algorithms that exert both explicit and implicit user feedback 
to enhance the outcome of a recommender system. Explicit feedback includes a user’s 
commodity ratings and reviews. On the other hand, implicit feedback includes purchase 
histories, search histories, users’ view or click patterns, etc. However, explicit feedback 
is not always accessible and is insufficient most of the time. Because most of the users 
are less likely to give feedback on products after using or purchasing. Again, much 
prior research has been done separately on human activity-based studies and person-
alized recommendation techniques. Research has not yet determined the correlation 
between users’ daily activeness and product of interest. Moreover, most prior recom-
mendation techniques use explicit feedback, such as ratings or reviews from users. 
Here, our proposed real-time recommendation system uses only implicit data from the 
User, where the implicit parameter is the activeness score. The prior studies did not 
investigate this metric for the recommendation system.

Using the implicit data of users’ daily activeness, we have presented a new method 
for a real-time recommendation for retail shops using the hybrid recommendation tech-
nique. We aim to develop a framework to investigate the correlation between users’ 
daily traveled distance and product of interest. The Implicit data is collected from users’ 
embedded smartphone sensor GPS data. From this sensor data, users are be segmented 
into different groups as discussed above. Each group of people holds an activeness tag 
and score based on their daily activeness, such as Active, Moderately Active, and Less 
Active. According to the activeness tags, these activity scores are used as the implicit 
data in our proposed recommender system.

2	 Proposed architecture

A detailed description of our approach is discussed in this section. Firstly, an over-
view of the study is given, followed by details of the step-by-step implementation 
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of the real-time recommendation system by analyzing the correlation between users’ 
daily activeness and product of interest. The main steps of this section are illustrated 
in Figure 1.

Fig. 1. Proposed system architecture

We have built an Android Application for collecting users’ preferences and embed-
ded smartphone sensor data. The application can store different sensor values like 
Accelerometer, Gyroscope, Magnetometer, GPS, light, pressure sensor values, etc. To 
observe users’ preferences, we have introduced our app’s product scanning and rat-
ing facilities. In order to make it capable of scanning products, we have chosen some 
specific products for our study and integrated object detection facilities in our android 
application. These products are selected by us carefully in order to distinguish between 
users’ interests. We have taken products from 3 categories and in each category, there 
are 2 to 3 variations in product type. The list of products we have used is exhibited 
below in Table 1. We have trained our model using TensorFlow Lite with product 
images captured by us. For every product, we have captured images from different 
angles and made a dataset of images containing 40 to 50 images per product in order 
to train the model. So as to achieve our model for object detection, we have used the 
Teachable Machine Learning tool. For analyzing a user’s activity pattern, we have esti-
mated the total distance traveled by the User during a specific period by using the GPS 
sensor values.

Table 1. List of products used for object detection and classification

Product 
Type Soap Hand 

Sanitizer
Washing 

Detergents
Organic 

Food
Processed 

Food
Wrist 
Watch Sunglass

Product 
Category

Category1 
Variant 1
(Cat1V1)

Category1 
Variant 2
(Cat1V2)

Category1 
Variant 3
(Cat1V3)

Category2 
Variant 1
(Cat2V1)

Category2 
Variant 2
(Cat2V2)

Category3 
Variant 1
(Cat3V1)

Category3 
Variant 2
(Cat3V2)
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2.1	 Data acquisition

Sensor data collection. As our goal is to acknowledge the behavior of users in their 
daily life, we have collected sensor data using our smartphone’s Android application. 
For that purpose, we have collected data of 53 volunteers. For smartphone sensor data, 
volunteers just have to keep our application running in the background. This application 
stores the sensor data including Accelerometer, Gyroscope, Magnetometer, GPS, light 
sensor, etc. temporarily in local storage of smartphones using SQLite database system. 
After a certain amount of time, data stored in SQLite gets transferred to the Firebase 
Realtime database under the User’s unique user Id. These sensor data are then collected 
from firebase and converted into CSV files for further computations.

Users’ interest collection. In addition to sensor data, we have also collected users’ 
interests in different products. In order to gather Users’ interest, we have introduced 
Product Scanning and Rating Facilities in our app. A user can scan a specific product, 
see details and the current rating of that product, and also give a rating for that particular 
product. With the aim of aggregating users’ interest, we have assumed that the User has 
an interest in products that are being scanned or rated by him/her. Therefore, each time 
a user scans or gives a rating to a particular product, we are expecting that the User 
has an interest in that product and an entry in the Firebase Realtime database has been 
stored by the user Id and Product Id of that product.

2.2	 Users’ movement estimation

For the purpose of estimating users’ movement, we have constructed our dataset 
stored in Firebase collecting sensor values (Accelerometer, Magnetometer, Gyroscope, 
GPS, Light) from our Android App. As the data is in raw form and if we had sent 
these data to our model, this would have caused miscalculations. Hence, it would have 
directly influenced the capability of our model to learn. For that reason, before feeding 
data into our model, we have transformed the raw data into cleaned data for the anal-
ysis using data preprocessing techniques. For our experiment, we have used only GPS 
Sensor data by extracting other sensor values as those values expand the complexity. 
We took into consideration GPS sensor data of 14 days and have taken columns of 
User Id, timestamp, longitude, and latitude. As a part of preprocessing, we have also 
extracted some rows of duplicate longitude and latitude values from the dataset. We 
have kept only distinctive data for the flexibility of the analysis in our experiment. After 
that, the Haversine formula has been used for the User’s traveled distance calculation. 
We have calculated the distance between each consecutive point and summed up all the 
distance values for a particular user Id and also found the maximum value of each User.

Clustered users traveled distance. A k-means clustering algorithm was performed 
to cluster the users based on their traveled distance. The Elbow method was used to find 
the number of centroids (k).
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Fig. 2. Determining the number of k using the elbow method

Having implemented the elbow method (Figure 2), k=3 was taken for implementing 
the clustering method. Hence, 53 customers are grouped into 3 clusters based on users’ 
traveled distance after the clustering procedure.

2.3	 Customer segmentation

Having collected data on users’ interest in different products from our smartphone’s 
Android application, we have prepared the dataset of customer preferences for the cus-
tomer segmentation process. Here in the dataset, Cat1V1 represents variant 1 of cate-
gory 1 which represents the soap type of product from the Table 1 in Figure 3. We have 
prepared a dataset of 53 customers.

Fig. 3. Snapshot customer preference dataset

After that, a k-means clustering algorithm has been performed for clustering cus-
tomers based on their preferences in product choices. The elbow method has been used 
for deciding the number of centroids (k). After performing the elbow method, k=3 was 
taken for performing the clustering method. Hence, customers are grouped into 3 clus-
ters after the clustering process.

2.4	 Real-time recommendation engine construction

 The mechanism of how we will segment customers based on their daily activ-
ity using embedded smartphone sensor data has been discussed above. Along with 
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collecting smartphone sensor data and ratings, and providing product details, our 
developed android application also provides real-time recommendations to the users. 
This section illustrates the methodology of how we have developed a Recommendation 
Engine based on users’ activity.

Implicit feedback for personalized recommendation. For serving real-time 
personalized recommendations to the User, our study has focused on customers’ implicit 
data. Primarily we have collected implicit data from users’ embedded smartphone 
sensor data. After doing customer segmentation based on daily activeness, users of 
three different characteristics have been detected: Active, Moderately Active, and Less 
Active. Users with a high distance traveled within 14 days [25] are clustered as Active. 
On the other hand, users with very low distance traveling records are Less Active, and 
those who are in between these two extreme categories are clustered as Moderately 
Active. According to these three tags we have given each category user an activity 
score. Users with Active tags have activity scores of 50, Moderate actives are scored 30 
and less active tag users have activity scores of 10. These activity scores according to 
the activeness tags are used as the implicit data in our proposed recommender system. 
To walk through the features of our product recommendation app using sensor data, we 
use the following toy example.

X is a smartphone user who has participated as a volunteer in our research. He obtained 
an activeness score of 50 and is currently scanning “Hand Sanitizer A” (Figure 4). Now 
based on X’s Scan product record and activeness score record our application recom-
mends a product within the same category which is “Hand Sanitizer B” and is heavily 
scanned by other customers with an activeness score of 50.

Fig. 4. Snapshot of our android application’s real-time recommendation (Hand sanitizer)

Personalized hybrid recommender. Over the years, a large number of RS have 
utilized the hybrid techniques to overcome the shortcomings of only using collaborative 
filtering or content-based filtering to serve recommendations according to users’ 
preferences. With a view to conducting our research on predicting products of interest 
by observing users’ preferences and smartphone sensor data, we have focused on users’ 
activity scores and scanned products record for CBF and CF approaches respectively. 
To address these previously unaccounted phenomena, similar people having the same 
daily activity have also similar product choices, a new approach is presented in which 
we have used the activity score as implicit data to measure similarity among users, 
and for content-based filtering, we have built user profile based on scanned items 
by users.
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Both these methods face problems when a new user arrives. To overcome this prob-
lem, a common approach is a popularity-based recommendation, where the highly-rated 
products or heavily rated products are suggested to the new User. Contrary to similar 
methods which make use of ratings, our method does not require a highly rated or heav-
ily rated product list, rather we have used highly scanned products record to overcome 
the cold-start problem of new users. In this study, we assume that products which are 
heavily scanned are more popular than other products among the product category, and 
recommendations for a new user will be given with the highly scanned product accord-
ing to the category.

Algorithm

Input :
U ← set of users with corresponding activeness score, scanned product 

list, purchased product list

P ← set of products

Output : R ← Output real-time recommendation

Step1 : R ← Ø

Step2 : if activity < 14 days then

Step3 : for u ∈ U do

Step4 : PRP ← Predicted Product interest based on heavily scanned or popularity-
based approach

Step5 : R ← R ∪ PRP

Step6 : end for

Step7 : else

Step8 : Sim
(u,u’)

← cosine similarity score between u and u’ according to their 
activeness score

Step9 : if sim ((u, u) > (threshold = 0.65)

Step10 : PRC ← Predicted Product interest based on collaborative filtering

Step11 :
UP ← Generated individual user profiles based on scanned product data

PRCB ← Predicted Product interest based on content-based filtering using 
user profile UP

Step12 : R ← R ∩ PRC ∩ PRCB

User-based collaborative filtering. In traditional collaborative filtering-based 
approaches, explicit feedback, such as ratings or reviews is used to measure the 
similarity between users or items. Here we have done user-based collative filtering 
using implicit data of users which is activity score. This has been done from the 
assumption that people with similarly traveled activities, also have similar products of 
interest. Hence, by recording the purchased items history of users, we have built the 
utility matrix of user-item (Figure 5) with corresponding users’ activeness scores. For 
example, if a user bought 3 items A, D, G (among A, B, C, D, E, F, G) and that User 
is moderately active in his or her daily life. According to our previously mentioned 
scheme, that User holds an activity score of 30. Now, in the utility matrix, the User will 
contain 30 against the purchased items A, D, and G, and for other items, he did not buy 
yet will obtain a zero value.
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Fig. 5. A snapshot of utility matrix with user activeness score

This utility matrix is then used to calculate the cosine similarity between two users. 
After the similarity measure, we have done thresholding, rather than just recommend-
ing products based on “Top K” similar to users like the traditional approach. For a user, 
u when the similarity score with other users (u) is greater than or equals T=0.65, then 
those users are considered similar to the User u. Finally, according to a similar user, the 
products that have not yet been explored by User u have been predicted for the recom-
mendation. As in our proposed approach, we use users’ activity score which is fixed for 
a particular user, such as 50 for the active users, 30 for moderately active users, and 10 
for the less active users. Hence, this system is not considering an item that is bought 
by a user and the User did not like that item. This case is handled by the traditional or 
other prior collaborative filtering approaches as they use the explicit feedback ratings 
on items and negative ratings or very low values in a rating scale (i.e., rating with 
1 start in a range of 1 to 5 stars) are also considered while calculating similarity score. 
Hence, to overcome this shortcoming, we have also done content-based filtering on 
users’ profiles.

Content-based filtering. For performing content-based filtering, in order to build 
a user profile for each User, we have considered the products which are scanned by 
that particular User. From the scanned product list of a user, we take the category id 
and variant id, in order to get the item attribute. From this item attribute, the content 
type which might be liked by the User can be achieved and a user profile is built. 
Furthermore, we also take into account the scan count of a specific attribute (category 
id + variant id) by a user.

To determine item attributes to the scanned item list, category id and variant id of 
users’ scanned product are marked as 1, otherwise 0. After that, the user profile is gen-
erated by taking the dot product of the transpose of the User’s scanned product attribute 
and counting the scanned products by the User. After generating the user profile for 
each User, the predicted items for recommendation are calculated by taking the dot 
products of all the items attributed to users’ profiles, and a weighted average is taken. 
After building the collaborative filtering-based recommender model and content-based 
filtering recommender model separately, we have merged these two recommendations 
to get more accurate recommendations for our android application users, who have been 
using our application for more than 2 weeks. Users who have been using our application 
for less than 2 weeks or have not scanned any product will receive a popularity-based 
recommendation, where we are measuring popularity against high scanned products.
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3	 Results and discussions

The purpose of the study was to analyze the correlation between the daily active-
ness of users and the product of preferences and provide real-time personalized rec-
ommendations. This section comprises two sub-sections. The first sub-section depicts 
the experimental result of clustering users based on embedded smartphone sensor data 
and product of interest and, the second sub-section discusses the performance of our 
proposed recommendation system.

3.1	 Analysis of traveled distance and product of interest

In this study, we calculated the traveled distance using the haversine formula from 
the GPS longitude and latitude data of users. Based on the traveled distance, we got 
three categories of users. In Figure 6, the x-axis denotes the distance traveled in meters 
and the y-axis denotes speed. The 3 clusters formed based on the 14 days’ travel record 
of volunteers have traveled mostly below 10,000 m, between 10,000 to 30,000 m, and 
above 40,000 m.

Fig. 6. Cluster results of customers based on traveled distance

There are very few customers who have traveled more than 60,000 m on average 
and most of the volunteers’ average travel distance is under 30,000 m (Figure 7). By 
analyzing the value of each cluster, we labeled these three groups into Active, Less 
Active, and Moderate Active.

Fig. 7. Frequency distribution of the sum of the distance of customers
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After clustering users based on traveled distance, we have analyzed the product of 
interest of users of each cluster tagged as Active, Moderate Active, and Less Active. 
From Figure 8, it can be seen that there exists a product choice similarity among users 
tagged as ‘Moderate active’ or ‘Active’. Users tagged as ‘Moderately Active’ are 
mostly interested in ‘Cat1V2’, ‘Cat2V2’, and ‘Cat3V2’ products. On the other hand, 
the highest scanned product of ‘Active’ users are ‘Cat1V2’, and ‘Cat2V2’. Moreover, 
another fact is noticed from the following heatmap which is, that the ‘Cat3V1’ product 
is not at all scanned by the Moderate Active users, whereas, very few active people are 
interested in that product.

Fig. 8. Heatmap of product preferences of customers tagged as moderate active and active

Hence, Figure 8 shows there exists a pattern in the product of interest among people 
having activeness-based similarity.

3.2	 Performance of the proposed real-time recommendation system

Our Proposed user activeness-based similarity score measure gives a promising per-
formance. As shown in Figure 9, the darker the color the higher the similarity among 
users, and also hold similar tags activeness (Active, Moderate active, less active) in 
most of the cases (Figure 4.1).

Fig. 9. Heatmap of similarity scores between users based on activeness score
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To evaluate the result of our real-time recommendation system, we have compared 
the prediction of our proposed collaborative filtering model with traditional collabo-
rative filtering’ prediction. To evaluate our recommendation system, we focus on the 
accuracy of the true product of interest or suggestion by the model and emphasize the 
precision of the RS. Here, our main concern is how accurate our model is in predicting 
the true product choices of customers. In the case of traditional rating-based collabo-
rative filtering results in higher precision, whereas inactivity score-based collaborative 
filtering scores in 66%. This is because in the activeness-based model we are only 
using a specific activeness score for the corresponding User based on his or her pur-
chased history. On the other hand, it also considers the negative rating to compute the 
similarity between users in a rating-based model. The below Table 2 shows a sample 
of recommended product lists of user id 1 & 5 using rating-based collaborative filtering 
and activeness score based collaborative filtering. Number of products suggested varies 
based on users scanned and rated product data.

Table 2. Sample comparison of the prediction for the traditional collaborative 
filtering of user ID 1 & 5 with our proposed model

User ID Rating Based Collaborative Filtering Activeness Score Based Collaborative Filtering

1 Soap (Lifebuoy) Soap (Lifebuoy)

Hand Sanitizer (Hexisol) Breakfast item (Saad Atta) [negative rating was 
given to this product]

5 Sunglasses

Hand Sanitizer (Hexisol) Hand Sanitizer (Hexisol)

Breakfast item (Processed Food) Breakfast item (Processed Food)

In the case of the product of interest prediction, using users’ activeness score-based 
matrix also gave almost similar but less accurate results in the case of only using col-
laborative filtering. To overcome this shortcoming of not considering the negative rat-
ing we have combined the scan-based content-based filtering and get a more reliable 
real-time recommendation. Together these results provide important insights into that, 
people with similar kinds of activity also have similar products of interest.

4	 Conclusion

The results of this research support the idea that human activity can be a parameter in 
the case of customer segmentation and thus segmenting customers based on activeness 
can play a vital role in predicting customer behavior and preference. This study discov-
ers similar patterns in product selection based on their measurement of activeness and 
gives real-time recommendations to the users accordingly. This study has shown that 
by observing users’ GPS value we can cluster them into different groups and label them 
into different groups on the parameter of activeness. We have captured the embedded 
sensor data of smartphones of our volunteers for 2 weeks and estimated their traveled 
distance to identify their activeness in daily life. The research has also shown that an 
active person’s choices and preferences differ from a less active person’s choices and 
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preferences. Thus, marketing policies and strategies to reach out to targeted customers 
can be done smartly and comfortably. Based on this hypothesis, our proposed recom-
mendation system—real-time recommendations with user activeness; considering this 
as an implicit parameter also gives promising results.

The primary goal of our study was to observe users’ smartphone sensor data and 
products of interest and investigate the correlation between these two. The results show 
that there exist similar product choices within the same clusters of people. Because 
of our impotence in collecting data for the ongoing Covid-19 pandemic, we cannot 
deploy our application and collect data from a wide range of users. Thus, we have con-
ducted our study only on 53 volunteers and collected their embedded sensor data. This 
small number of samples lead to some shortcomings. Firstly, small number of volun-
teers creates biasness in number of active, moderate active and less active people. From 
our 53 volunteers GPS sensor data only 25% are clustered as active person. Due to the 
huge imbalance in active, moderate active and less active peoples’ number, our model 
could not get the actual pattern in product choice. Secondly, we could not gather the 
actual customer preferences dataset for the same reason. The rated or scanned product 
record is limited in 53 people. Hence, the model could not get much variation in their 
product choice but which might be occur in case of large scale of data. Owing to this 
problem, our model could not capture the actual preferences of the customers.

Our research studies propose a pipeline for correlating human activeness with his/
her personal preferences, and thus, we believe that with the actual dataset, our model 
will be able to capture a more precise correlation between human activeness and pref-
erences. However, in the future, we aim to work with the real dataset of sensor values 
and customer preferences to generate a more stable model for our research. Further-
more, with our current proposed recommendation model, we aim to integrate the demo-
graphic filtering technique based on location data to recommend the topmost trending 
products of that particular location to the users.
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