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Abstract—There are many resources for media learning in online learning 
that all of the teachers made many media which it made a problem if there have 
the same subject and material. This problem made online learning having a big 
database and many materials made useless because the material has the same 
purpose. The big problem in overload database is that online learning can’t be 
accessed by everyone. This research to fix this problem developed an algorithm 
in Artificial Intelligence for the classification of material in online learning with 
the same subject and purpose so that teachers can use already media. This algo-
rithm is text mining and Shared Nearest Neighbour (SSN) that is embedded in 
the mobile application to display the classification and the location of searching 
media in database online learning. The testing in this research applied in 142 
media with 130 data training and 12 data testing is the result of testing is 94.7% 
of the accuracy of the algorithm and The average of validation is 73.33%.

Keywords—text mining, classification, mobile application

1	 Introduction

The effect of the pandemic era is that all learning uses online learning in web-based 
applications. This reason is that all of the face-to-face learning move to online learn-
ing to avoid the coronavirus in the class. The problem is that all teachers must make a 
media learning such as a video, text note, and animation and upload in online learning 
so it makes overload in database online learning [1–3]. If online learning is an overload 
in the database, it makes a big problem that it can’t be accessed by all people. The 
solving this problem is that if there is the same material with the same subject or topic, 
another teacher doesn’t need to upload it. Another problem is that how to know if the 
material already exists in online learning [2–3]. It can fix by another application to 
classify the material in online learning and the position of material in online learning so 
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the teacher can use the material for their teaching in online learning [1–3]. Clearly, the 
problem will be fixed by making an application to classify all of the material in online 
learning based on topic and subject with a specific category.

Another hand, There is much material in online learning with the same topic and 
same subject. It makes it useless and loading in the database. For instance, video of 
introduction of a network computer already exists in 10–11 file that is made database 
that is an overload and difficult to find the specific material with the result of time out. 
The problem will be worst if many people find and access with the same time that the 
result condition of online learning is down and can’t be accessed [4–5]. Meanwhile, 
many research uses artificial intelligence (AI) to solve this problem but it needs more 
resources for online learning. Online learning has a limited resource, so this problem 
will be fixed by using AI that is a little resource such as machine learning. Machine 
learning had used in much online learning for assessing a student and grading the 
student. Machine learning can be integrated into online learning with the web-based 
application but now, all people use the mobile application in online learning [6–7]. 
Obviously, now, online learning needs machine learning in the mobile application to 
solve the many problems in a database online learning such as making classification of 
material online learning.

However, now online learning uses machine learning that is used for optimization 
or effective of usage online learning. This reason is that online learning has limited 
resources and is accessed by many peoples. For instance, all students use online learn-
ing in the morning in the pandemic era, so the database will overload because of the 
time and the total of accessing it [8–10]. Online learning needs more space or elimi-
nated material in there if the material is the same as another material in the same subject 
or topic and make classification of the material. Meanwhile, there are many machine 
learning algorithm that is integrated into online learning but just for assessment user 
or grading the user in online learning [10–11]. To illustrate, a text-mining algorithm 
is used for assessment, or naïve Bayes is used to classifying the ability of users or 
students [11–13]. Two algorithms can use for classification material in the database in 
online learning by processing the title of the file. Needless to say, after the processing of 
classification, if the material already exists in there, the teacher doesn’t make or upload 
another material in there.

The problem is fixed by using a machine learning algorithm that is mobile-based. 
The purpose of this research made a mobile application to classify the material online 
learning based on each category of subject. The application uses a machine-learning 
algorithm to make classification by using the title of the file in the material in database 
online learning. The algorithm is text mining and Shared Nearest Neighbour (SNN) 
Algorithm. The length of the title is processed by a text-mining algorithm and after 
that gives a weighting for each word in the title. Every title of file with weighting has a 
value that is calculated by SNN to get near the cluster for each category. The utilization 
of this is a mobile application to know the accuracy of the algorithm and the result 
of classification. At the end of this research will be tested in a real database of online 
learning to get a real validation of the result of the application.
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2	 Method

This study uses 2 methods, namely the Text Mining algorithm and the SNN Algo-
rithm. Text mining performs the process of retrieval of training data, data testing, 
tokenizing, filtering, steaming, and cleaning, and then finally weighting the value of 
the IDF TF algorithm by grouping SNN based on the closeness of similarity values 
to classify each type of document contained in online learning. The processing in this 
research is shown in Figure 1.

Fig. 1. The processing of this research

2.1	 Text mining

The stages of text mining include the cleaning, tokenizing and filtering processes. 
In the cleaning process, words are truncated in file titles that exceed 12 words. So from 
the initial data in the database, if a title is found that has more than 12 words, the 13th 
word to the last word is omitted.

The tokenizing process in this study begins by taking the practical work title data in 
the database, from the practical work title data then the tokenizing process is carried 
out. The results of the tokenizing process are stored back in the database. In this study, 
the filtering process was carried out using a stop list model or eliminating words that 
were not important. First, the words that are considered unimportant are stored in the 
database, namely in, to, from, and, to, at, or. Once stored in the database, unimportant 
words will be called to match the words in each title. If one of the stop lists is found in 
the file title, the word will be deleted by the system. The results of this filtering process 
are then stored in a database. Then the weighting is based on the title match using the 
TF-IDF equation as in equation 1 [13–14] to produce several categories.

	
IDF d

df
= log

	
(1)

The description of equation 1 is that IDF is the value of Frequency Document Invers, 
df is the total of frequency document and d is the total of the document. The sample of 
TF-IDF is shown in Table 1 that F is the Name of File and item is component text in the 
title of the file. This sample of calculation in this research uses 10 titles of files in the 
database of material online learning.
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Table 1. The result of TF-IDF on sample

Text in the Title 
of the File

TF IDF

F1 F2 F3 …. F10 Log

Network 0 0 1 …. 0 1.5522

Security 1 1 1 … 1 1.4273

Technology 0 1 1 … 0 0.5980

……. …. …. …. …. …. …..

RPL 1 0 1 …. 1 2.0293

After all of the documents have value based on weighting using TF-IDF and have 
many categories of the file, the application will a clustering based on near of value each 
of file of media in online learning using SNN algorithm.

2.2	 Shared nearest neighbour (SNN) algorithm

The Shared Nearest Neighbour (SNN) algorithm is a grouping process on 
high-dimensional data that has been developed [15–17]. The SNN algorithm requires 
3 input parameters, namely, k which is the number of nearest neighbors, e which is the 
shared neighbor threshold value, and mint which is the minimum amount of data for 
each group.

Shared nearest neighbor algorithm (SNN) steps in this research is [15–17]

1.	 Calculating the similarity value from the existing data
2.	 Form a list of the k-nearest neighbors of each data point for k data
3.	 Forming a neighboring graph from a list of k nearest neighbors
4.	 Find the density for each data
5.	 Finding representative points
6.	 Form a group of these representative points

Meanwhile, to calculate the similarity distance between titles, the Euclidean equa-
tion is used. Euclidean equality is the determination of the square root of the difference 
between the coordinates of a pair of objects. The distance vectors x and y (x, y) is 
shown in equation 2 [15],[17].

	
sim x y d x yi ii

n
( , ) ( )� � �

�� 2

1 	
(2)

Where x and y are n-dimensional vectors.
For example, after calculating TF-IDF, 10 of the title of the file is processed in the 

SNN algorithm and the result of the example is shown in Table 2.
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Table 2. The result of SNN in data set

Text in the Title of 
the File

d

F1 F2 F3 ….. F10

Network 0.011 0.2211 2.4095 ….. 0

Security 0.3576 0.3576 0 …. 2.0372

Technology 4.1183 0 0.5980 ….. 0.5980

Network 0 0.5980 0 ….. 0.5108

…. …. …. …. …. ….

Total 9.1302 11.6856 22.4470 ….. 2.2154

Distance vectors 3.0216 3.4184 1.4884 …… 4.1349

Most of the styles are intuitive. However, we invite you to read carefully the brief 
description below.

3	 Result and discussion

This section is about implementation and testing. The implementation uses a mobile 
application and it has a validation submission. The testing in this research makes testing 
for algorithm and validation. After testing, the analyses data will check the accuracy in 
algorithm and application.

3.1	 Implementation

Fig. 2. The processing of this research
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Implementation made in a mobile platform that is shown in Figure 2. The use of this 
application is

1.	 Users must log in as a validator or as a teacher or lecture.
2.	 Select one or more choosing the subject of material. This application has 3 option to 

choose: Teknik Elektro, Pendidikan Teknik Elektro, or Teknik Informatika material. 
This step makes auto-select the database based on the subject.

3.	 Load database that had done to initial and pre-processing step.
4.	 Afterload the database, the application shows the result of classification based 

on the category of subject.
5.	 Users can use an option detail in each category to show the species of material 

online based on a specific subject.
6.	 After the user shows the detail of the result of each category, the user can give 

validation for each category or all categories.

3.2	 Testing

The testing in the application has 2 sections for checking accuracy. First is the testing 
of the algorithm for knowing the effective and valid algorithm.

1)	Testing for algorithm

The application is embedded in online learning with the database of material and 
then it is tested in all of the systems to get accuracy by using a classification algorithm. 
The technical of testing is K-Fold Cross-validation to get the performance of this algo-
rithm. In K-Fold Cross Validation, the data set of training divide into all of the multiple 
random values (k) without replacement where a multiply equal with the sum of k-1 as 
model training. Besides that one of the rest from multiple is used for testing. This step 
was repeated by all of k so the kind of model and the calculation of performance was 
the same repeated by all of k.

The total data set in this research for testing is 200 data with 10 data for each cate-
gory. Selecting of sample is used by testing of data with the random method for each of 
category that is done for spreading of data rated in all of the categories. Data set is got 
from the labeling of all material in online learning in a specific subject that is electrical 
engineering subject.

The result of testing to get the performance of the application showed in data of 
qualitative that is presented by the implementation of the algorithm. The data of the 
result of performance is got from 10 times of testing using k-Fold Cross-Validation. 
The total sample is 200 of material in online learning in a specific subject and the result 
is showed in Table 3.
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Table 3. The result of testing in the algorithm

Testing Accuracy Precision Recall

1 94.29 82.50 71.74

2 94.76 85.09 73.25

3 92.80 79.60 64.18

4 93.29 76.34 66.96

5 94.92 83.65 72.53

6 94.34 83.21 70.61

7 93.50 75.05 66.90

8 94.92 84.01 73.24

9 94.23 79.52 71.29

10 93.16 76.92 66.22

Average 94.7 80.6 70.69

Based on Table 3, the testing for performance using Text mining and SNN algorithm 
with k-Fold Cross-validation is got the result that for the average of accuracy is 94.7%, 
the average of precision is 80,6% and lastly, the average of recall is 70.69%.

2)	Testing for validation

The processing of validation is the same with testing in the algorithm that it has 
taken 10 times to test the validation. This testing took 3 validators to check the result 
of the classification of material in online learning. The validator use application that is 
showed in Figure 2. The validator is a teacher that teaches an electrical engineering sub-
ject. The teachers were checked all of the material that had been classified and they sent 
feedback by application. The format of feedback is valid or no. The result of validation 
is shown in Table 4.

Table 4. The result of the validation of the application

Testing Validator 1 Validator 2 Validator 3

1 Valid Valid Valid

2 Valid Valid Valid

3 Valid No Valid

4 Valid No No

5 Valid Valid Valid

6 Valid No Valid

7 No No No

8 Valid Valid No

9 Valid No No

10 Valid Valid No

Average 90 60 60
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Based on Table 4, the analysis is

1.	 Validator 1 was given a 9 valid status in 10 times of testing.
2.	 Validator 2 was given a 5 valid status in 10 times of testing. The validator gave no 

valid in testing 3, 4, 6, 7 and 9.
3.	 Validator 3 was given a 5 valid status in 10 times of testing. The validator gave no 

valid status in testing 5,7, 8, 9, and 10.

However, Validator 2 and Validator 3 given same the sum of valid status but they 
had a different number in testing given no valid status. The result of validation is that 
the average is 73.33%.

The result of Table 1 and Table 2 has a relationship about the result of validation and 
the result of the recall. If the value of recall is high in Table 1, all validators in Table 2 
are given valid status in their feedbacks. All of the testing given a significant average 
both testing in algorithm and testing invalidation. The average rate for all testing is 
83, 5% that this research success to classify the material on online learning based on a 
specific subject.

4	 Conclusion

This research made a mobile application to classify the material online learning 
based on each category of subject. The application uses a machine-learning algorithm 
to make classification by using the title of the file in the material in database online 
learning. The algorithm is text mining and Shared Nearest Neighbour (SNN) Algo-
rithm. The length of the title is processed by a text-mining algorithm and after that gives 
a weighting for each word in the title. Every title of file with weighting has a value that 
is calculated by SNN to get near the cluster for each category. The end of processing is 
that there are many categories of the subject with each of specific material online learn-
ing. Clearly, this application helps teachers or students to find material online learning 
based on specific subjects and topics in online learning material
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