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Abstract—User Experience (UX) evaluation has a significant importance 
for any interactive application. Mobile device applications have additional 
limitations to convey good user experiences (UX) due to the usage and features 
of mobile devices in ubiquitous computing contexts. There are a lot of auto-
mated tools available for evaluating, such applications particularly developed 
for Android and iOS. Automated UX evaluation provides a number of strengths 
which are able to overcome the limitations of non-automated (moderated) coun-
terparts. Automated UX evaluation is regarded as unexplored field, especially 
when it is adopted for the UX evaluation of complex mobile application. Despite 
these, automated UX evaluation tools are unexplored and should only be used 
in coupling with traditional UX evaluation techniques. Hence, this study aims 
to discuss the literature in automated UX evaluation and to highlight the UX 
measurements that merit further investigation. This paper presents the most fre-
quently used automated UX evaluation tools for mobile applications. Therefore, 
the study analyzes existing automated UX tools and frameworks and identifies 
which UX attributes and measurements of automated UX evaluation are likely to 
be of use in future research. Moreover, we discuss the strengths and limitations 
of automated UX evaluation methods for mobile applications. Finally, the paper 
provides an overview of automated UX evaluation techniques and tools. It also 
presents the strengths and limitations for comparing various evaluation methods.

Keywords—user experience (UX), automated UX evaluation, UX evaluation, 
moderated UX evaluation, mobile applications

1 Introduction

User Experience (UX) evaluation focuses on how users can learn, use and be satis-
fied with a product or system. Currently, many companies and industries are motivated 
to invest in designing or improving their UX applications as customer satisfaction and 
loyalty have shown a direct impact on those companies’ sales and profits. In fact, there 
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are broad strands of literature, which showed that every dollar spent on UX could bring 
from $2 and up to $100 dollars in return [45]. There are varieties of methods that 
gather feedbacks from users on the UX of products or systems including websites, 
software, devices, or applications. UX evaluation of mobile applications is considered 
to be as an up-and-coming area of research that associated to the human computer inter-
action (HCI) [1]. The primary goals of UX evaluation are to identify the effectiveness, 
efficiency and satisfaction of the users as well as it could also identify issues that may 
lead to human errors and user frustration [2]. However, the diversity offered in UX 
evaluation tools and techniques such as interviews, workshops, usability testing (lab 
and remotely), contextual research, expert reviews, surveys and automated tools.

The UX evaluation of mobile device applications is slightly different from 
desktop computer applications as mobile applications have unique features such as 
limited bandwidth, small screen interface and changing mobile context (i.e. location 
and limited memory). Thus, the methods and guidelines proposed for the evaluation 
of desktop computer applications may not be directly applicable to mobile device 
applications [3–5].

Prior literature had shown that the diversity of UX evaluation methods can greatly 
impact the evaluation process. For example, UX evaluations which aim to ensure the 
mobile applications are suitable, fit user requirements, and satisfactory for users had 
generated different results under the same method of evaluation. According to [6], if the 
same UX evaluation method was conducted by different evaluators, the results would 
hardly intertwined. This indicates a lack of systematic approach used to get the eval-
uation results besides of involving neither some UX attributes nor other used in UX 
experiments [44]. In addition, the UX evaluation methods in context of laboratory or 
field study have also shown to influence the evaluation results. Thus, automated UX 
evaluation can provide a solution since for this issue as it can be applied in both field 
and laboratory setting. Automated UX evaluation such as analytics can gather mas-
sive information and establish the base for better designing and management decisions. 
Automated UX evaluation can also help in identifying users’ behavior through evaluat-
ing their quantitative data. Consequently, the automated UX evaluation becomes able to 
understand user behaviors when they are using the product. The automated tools report 
has highlighted major issues regarding leaky conversion paths or drop off on product 
pages [46].

An automated UX evaluation transparently uses log UX metrics during UX eval-
uation and inspection from unaware end-users. In addition, the user is not guided by 
evaluators about who could influence the study of their data by foreclosing interaction 
possibilities. [7] claimed that automated UX is a trend due to its various advantages, 
such as saving time and efforts of evaluators, and increase the opportunities to detect 
error of evaluated UX attributes and metrics. Despite the potential advantages of auto-
mated UX evaluation, it is important to notes that automated UX evaluation is a useful 
complement and has contributed to the traditional UX evaluation techniques in many 
aspects such as expert review and user research.

Different evaluation techniques can uncover different types of UX attributes from 
both objective and subjective measurements. For example, users satisfaction are unlikely 
to be covered by automated methods [7]. Automated tools involves in quantitative data, 
based on statistically significant amounts of data. The review of UX evaluation of 
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mobile application researches have shown that proposed methods are adequate for eval-
uation process. Although many studies have investigated the UX evaluation methods, 
there are still some gaps regarding empirical evidence. More precisely, the selection of 
empirical methods for UX evaluation is still missing in the literature. The fact that the 
user is the center of application design has necessitated that the automated evaluation 
method to consider different tasks and context-of-use for the evaluation experiment. 
Moreover, UX attributes and UX metrics have a considerable impact on the automated 
UX evaluation performance. Thus, this study addresses the new issues that arise in UX 
evaluation in mobile application context. The current study also sheds the lights on the 
existing UX evaluation tools for mobile applications which were adopted by different 
studies; Hence, this paper aims to:

1. Highlights the automated UX evaluation tools and frameworks which support eval-
uators in carrying out user interaction evaluations in mobile application. Therefore, 
the study conducts a review of the automated UX evaluation tool in terms of effec-
tiveness, efficiency, learnability, memorability, errors, satisfaction, cognitive load, 
and simplicity to fill the gap in the literature. 

2. Identify the strengths and weaknesses of automated UX evaluation regarding the 
experiment task, user, and context of use. The current study also focuses on three 
defined UX factors, namely user, task, and mobile context.

The remaining of this paper is structured as follows: section 2 discusses related 
work in the field of moderated UX evaluation as traditional method; section 3 discusses 
related work to automated UX evaluation; section 4 presents the methodology of this 
research, Results and Discussion are presented in section 5. Finally, section 6 concludes 
the paper and emphasizes the main ideas then future works in the area of automated UX 
evaluation are introduced. Figure 1 illustrates the study block diagram for automated 
UX assessment tool.

Fig. 1. Automated UX assessment tool block diagram
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2 Moderated UX evaluation method

Traditional and moderated UX evaluation methods use heuristics evaluation, cogni-
tive walkthrough (CW), field studies and laboratory studies. The traditional UX evalu-
ation methods which guided by evaluators are applicable to both desktop computer and 
mobile device applications. However, these evaluation methods are struggling in term of 
achieving relevant and statistical significant results especially for mobile device appli-
cations. This may refer to the fact that emulating real-world uses in a laboratory-based 
evaluation is only feasible when the user context is precisely defined. As a result, the 
lack of various contexts and physical constraints and the difficulty of generalizing to a 
rapidly evolving and probably strongly varying user context [8].

Heuristic evaluation is an informal UX method commonly used for finding major 
UX problems in a user interface. Therefore, Heuristic evaluation is considered a type of 
UX inspection method that examines and evaluates the user interface for UX issues [9].

 A small set of expert’s evaluators examine the interface and evaluates its compli-
ance with recognized UX principles. As a certain level of knowledge and experience is 
required, it is difficult to find UX experts and employing them is expensive, particularly 
if they should have domain expertise [10]. 

UX is not the most applicable method of evaluation when it comes to performance 
measurements [11, 12]. UX can influence the users behavior as verbalization is required 
throughout the performance [2]. In this case, moderators must monitor and record the 
behavior of users, as the user’s verbal protocols may often be contrived, biased and 
misleading which may lead to unreliable results [2].

The CW scrutinizes the simplicity of tools. In other words, CW is able to determine 
how easy it is for a new or inexperienced user to operate a given tool. The user’s knowl-
edge of the domain and task is also considered throughout the evaluation.

In addition, CW evaluation attempts to identify to which extent a user interface sup-
ports the novice user in understanding and learning how to achieve tasks through their 
interfaces [13]. CW requires expert’s evaluators and an intensive training of novice 
users to conduct the evaluation. However, when the task is relatively large or complex, 
it can be a time consuming.

Analogously, there are a variety of weaknesses affiliated with the CW evaluation. 
For instant, the fact that evaluation under CW can detect very detailed issues such as 
how the buttons are marked, whereas, ignoring more generalized issues such as the 
menu structure and the user interface sequence can raise an intriguing question about 
the reliability of the evaluation [3, 14]. 

The studies of [15] and [16] also revealed that field studies require twice the time and 
effort compared to laboratory studies due to the required preparation of test participants 
and their supervision. Therefore, CW as a method for evaluating the UX of mobile 
devices is not recommended.

Conducting the pre-tests or pilots using the traditional UX evaluation is critical pro-
cess. This assumption was formulated based on the UX evaluators who have to super-
vise the evaluation method in the field and laboratory studies. Another major weakness 
of field experiment is that it is require expertise not only in ethnography, but also in 
the field understudy. Moreover, it is difficult to translate the findings of qualitative field 
studies into design.
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Traditional UX evaluation requires an expert to conduct the evaluation and there is a 
possibility of having a shortage of such experts [9]. Experts are also costly which make 
this method neither feasible nor cost effective [17, 47]. These barriers surrounding the 
UX evaluation method led to the concept of automated and automated UX evaluation.

3 Automated UX evaluation method

Xu et al. [18] highlights that automated UX tools are more efficient and effective in 
user testing as these tools can save time and cost. They also suggest that automated UX 
tools can maintain high level of consistency and quality in application designing. An 
UX evaluation transparently uses log UX metrics during UX evaluation and inspection 
from unaware end-users without being guided by evaluators who could influence the 
study by foreclosing interaction possibilities [19].

Dingli & Mifsud [20] listed a number of benefits of using an automated UX evalua-
tion compared to the traditional UX evaluations, they are summarized as follows:

1. Cost reduction: The UX evaluation processes can be expensive since it requires lab-
oratory preparation, testing environment, and UX evaluators and expert’s supervi-
sion. Time spent on designing tests and in the case when expert evaluators employed 
to conduct UX testing causes additional costs incurred. Early and frequent testing 
using automated processes in the development stage can save cost. The developers 
have the chance of detecting issues in timely bases for corrections. Automate Meth-
ods can also capture, analysis, or critique activities leading to time and cost saving. 
Finally, automated remote UX evaluation does not require a direct supervision from 
the UX evaluator. 

2. Competitive edge: Traditional UX evaluation methods can be time consuming. If 
designers a reattempting to introduce a new product to the market within a limited 
period of time while undergoing all its necessary testing, automated tests would be 
most suitable as they are much quicker to undergo than traditional UX evaluation 
methods, allowing application designers to detect issues and fix it in a more time 
efficient manner.

3. Regression testing: regression testing has been gaining popularity recently and 
became important for developers. Regression testing ensures that no new errors or 
flaws are caused to the already existing system and its functions. An automated test 
that yields consistent results can support in ensuring that an application improved 
over time.

4. Comparative testing: designers usually choose between applications for deployment. 
Automated testing helps developers to complete an accurate, side by side compari-
son of two or more applications.

5. Meeting demands: Automated tools are more capable than human UX evaluators 
in meeting large market demand of application, whereas, designers and developers 
are more suitable for small projects. The main benefits of using automated tests are 
efficiency and repeatability. Both benefits are directly related in reducing time and 
cost. However, the major concern about automated tests is their accuracy.
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Automated UX evaluation tools perform data collection during experiment while 
the UX evaluator captures respondents’ facial expressions and other cues. Direct UX 
data analysis is another feature provided by automated UX that enables the evaluator to 
draw clear insight into the mobile application.

In this context, automated UX evaluation can be both user-report oriented or auto-
mated usage tracking based on UX attributes and metrics determined by UX evaluator. 
Several UX attributes and metrics can be further added into automated evaluation due 
to the flexibility of objective and subjective measurements.

However, the existing automated UX evaluation tools and frameworks for mobile 
application have several limitations such as lack of UX metrics to guide the evalua-
tion of UX attributes and not including user, task, and context as factors during the 
UX evaluation [40, 41]. The evaluation methods based on observation in a controlled 
environment without analyzing the effects of unexpected interruptions cannot explicitly 
measure efficiency, user errors or user satisfaction while using the mobile application.

A UX evaluation requires selecting appropriate UX attributes, factors and adopting 
suitable evaluation method to obtain relevant UX information. The review of UX eval-
uation has showed that the existing method has its limitations such as being limited to 
specific application, not conducting validation or validation and neglecting UX attri-
butes and factors. This shows that various UX attributes and factors can influence the 
automated UX evaluation method. In this regards, Table 1 presents the main previous 
studies which tackle this issue.

Some automated tools and frameworks focus only partly on descriptive UX metrics. 
Thus, it cannot explicitly provide data to identify general UX attributes as identified 
by [12, 21, 22].

Existing automated UX evaluation tools and frameworks are limited to capture the 
metrics of user interaction in the absence of clear classification of these metrics in term 
of UX attributes that defined in UX evaluation models [17, 19, 23–25]. Moreover, these 
frameworks do not consider the UX attributes as a part of proposed automated frame-
works. Consequently, these frameworks are able to track basic user statistics without 
considering UX factors such as user, task and context during UX evaluation. Moreover, 
automated UX evaluation cannot explicitly provide data to identify UX metrics such as 
efficiency, user errors or user satisfaction.

In summary, both researchers seem to recognize that poor UX attributes identifi-
cation of inappropriate mobile application UX evaluation are expected to lead to a 
poor application [26, 27, 48]. The consequences of poor mobile application design 
include poor-quality application, user dissatisfaction and mobile application failure. 
Moreover, Kiili. [28] found that poor UX of mobile device applications tend to hinder 
using mobile application goal, again supporting the importance of UX to the success of 
mobile device applications.

4 Research methodology

The current study included 45 papers related to the UX filed. However, the author 
sieved out the most related 19 papers that are directly linked to UX automated tools. 
Each paper was fully reviewed to extract the evaluation method, UX attributes and 
metric and UX factor. A summary of those studies is provided in Table 1.
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Table 1. Automated UX evaluation methods and attributes

Author(s) Method Evaluation Method UX Attributes UX Factor

Zduniak [30] Field survey Automated 
evaluation tool

_ Context

Balagtas et al. 
[17]

_ Automated logging 
framework

Learnability, efficiency, 
errors, satisfaction, 
comprehensibility

User 
Task

Lettner et al. [31] Field survey Automated logging 
of user interaction

Efficiency
error rate

User 

Artur et al. [24] Field survey Automated model Effectiveness, efficiency and 
satisfaction

User
Task

Bader and Pagano 
[25]

Field survey Automated method Retention time, visitation 
sequence and visitation 
history

User

Kluth et al. [19] Laboratory 
experiment

Automated capture 
framework

Users’ misses
Number of accidental 
touches

User

Ma et al. [23] Laboratory 
experiment

Automated toolkit Number of backtracks
Number of user mistakes
Number of correct flows

User
Task

Xu et al. [18] Expert 
evaluation

UX inspection 
framework

Simplicity
Naturalness
Consistency
Forgiveness and feedback
Effective use of language
Efficient interactions
Effective information 
presentation
Preservation of context
Minimum cognitive overload

Context

Dixit and 
Padmadas [32]

Laboratory 
experiment 

UX help system Learnability 
Navigability 

User
Task

Scheller and Kühn 
[33]

Laboratory 
experiment 
for developers 

API UX concepts 
framework

Interface complexity for 
High and low level concepts
Learning effects

User

Feijó et al. [10] Field survey
Laboratory 
experiment 

Automated UX 
testing 
(Emotion Logger)

Application page 
User events e.g. Tap 
emotions levels Emotional 
events 

User 
Task

Harms [34] Field survey Automated approach 
for UX evaluation

UX of GUI
Text format
Misleading clicks

User
Task

Ferre et al. [35] Laboratory 
Experiment

Automatic logging Low level user action Task
User

Moran et al. [36] Laboratory 
experiment

Automated UX tool 
(GVT)

Efficiency
Accuracy

Context 
Task

Mathur et al. [37] Laboratory 
experiment

Automated code 
analysis framework

Validation
Verification

Context
Task

(Continued)
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Author(s) Method Evaluation Method UX Attributes UX Factor

Souza and Canedo 
[6]

Laboratory 
experiment
Literature 
review 

Automated UX 
questionnaire 

Subjective satisfaction User
Task
Context

Ntoa et al. [7] Laboratory 
experiment

Automated UX 
observer tool

Task success
Number of help
requests
User errors

User
Task

Sodhar et al. [42] – Automated Tool 
Webpage Analyzer

Accessibility
Interoperability

Context

Saleh et al. [43] Field survey Automated UX Tool 
(Interaction logging 
too)

Efficiency 
Effectiveness 
Satisfaction 

User
Task
Context

5 Results and discussion

The analysis of the studies listed in Table 1 shows that the majority of the UX studies 
conducted in the controlled lab, which is insufficient to evaluate mobile applications 
in mobility context. Moreover, empirical methods should take into consideration the 
mobile context of use due to the highly dynamic context of mobile applications, lab-
oratory and field UX experiments encompasses different challenges and can uncover 
different UX issues [29].

This study has highlighted that even though a number of automated tools and 
frameworks have been proposed over years for use as automated UX evaluation for 
mobile application, there is still a lack of adequate and versatile UX attributes that 
could be employed by evaluators of similar context. It is clear observed efficiency, 
effectiveness, learnability, memorability, errors, cognitive load and satisfaction corre-
sponds to PACMAD model that those are most investigated attributes in identified UX 
approaches [21]. For mobile applications, it is incorrect to assume that a UX attribute 
is less or more relevant to evaluate than another attribute just for being more addressed.

Main observation from this review is that there is an essential need to analyze the 
perceived importance of discussed UX attribute from user’s perception to map UX 
metrics to their attributes, which can proof importance of these attributes and related 
metrics for UX evaluation. Moreover, relationships between UX attribute be consid-
ered when assigning these attributes for UX evaluations. Results only describe state of 
art on use of these attributes in UX evaluation.

UX evaluator can analyze data collected at communication and task level from a 
physical and a temporal distance. This analysis is then feedback to development pro-
cess and can be used to improve design. In case of automated usage tracking, behav-
ioral usage data are automatically collected by system when user interacts with it. The 
subsequent data analysis can be either manual or automatic [23].

Table 1. Automated UX evaluation methods and attributes (Continued)
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According to Arthur et al. [24] distinguished two alternatives, possibly simulta-
neously approaches in term of automated UX evaluation which are a) user-reporting 
techniques for collecting subjective feedback and b) usage tracking techniques for 
click stream data behavioral analysis. Results are automatically reported and contain 
information about aggregate verbatim answers, completion time, abandon frequency, 
navigation paths and satisfaction indicators. These are most common automated UX 
evaluation metrics.

Currently, there is a clear cut difference between the responsibilities of developers 
and UX evaluation specialists. It requires additional management techniques to coor-
dinate the activities of both parties effectively. According to Bader & Pagano [25] and 
Kluth et al. [19], UX evaluation specialists are replaced by automation tool while test 
participants are exchanged with consumers of launched application. 

UX specialist can sometimes lack the experience or knowledge in the application 
domain being tested, affecting the validity of their opinions and findings. Furthermore, 
developers may sometimes base design decisions on their own understanding of the 
UX evaluation results if they do not play a frequently active role. This means that 
developers do not gain the knowledge that he/she requires and is less likely to consider 
UX as an integrated part development. In this case, automation of UX evaluation and 
testing would be the most accurate solution, in the same manner that functional testing 
has been automated [38].

Automated UX activities are performed without the direct supervision of the user 
interactions [6, 7]; in other words, no potential human interference effects on user inter-
action. Moreover, UX evaluation tools perform data collection during experiment while 
the UX evaluator captures respondents’ facial expressions and other cues. Direct UX 
data analysis is another feature provided by automated UX that enables the evaluator to 
draw clear insight about mobile application. The majority of automated UX evaluation 
tools discussed earlier consider the objective measurement while the subjective mea-
surements such as user satisfaction are rarely covered in automated UX [7]. 

In the light of the above, available automated UX evaluation tools consider to be a 
useful complement and addition to traditional UX evaluation techniques. This paper 
discusses the strengths and weaknesses of available automated-automated UX eval-
uation in context of mobile application as shown in Table 2. The table shows that the 
majority of the studies did not adopt standard UX model, such as ISO [39], Nielsen [12]
and PACMAD model [21].
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Table 2. Automated UX evaluation strengths and weaknesses

Author(s) Strengths Weaknesses

Zduniak [30]  – Reusable tool components
 – Generic for several UX test cases 

 – Did not involve UX attributes 
based on UX model.

 – Recording user inputs
 – Did not directly relate to UX

Balagtas et al. [17]  – The proposed framework oriented to 
developer and UX evaluator during 
mobile application development

 – Focuses on technical side of the UX 
evaluation and the collected metrics 
extracted and formatted to analysis 
phase

 – No evaluation conducted
 – No validation performed

Lettner et al. [31]  – Tracing any user interaction during 
mobile application life cycle

 – Did not consider the mobile-
context as UX factor.

 – No predefined task was 
assigned.

 – Limited to efficiency and error 
attributes.

Artur et al. [24]  – Hybrid model measuring 
quantitative, subjective, and context 
data

 – Did not considers sufficient UX 
attributes suits mobile device 
application context.

 – Did not consider the mobile-
context as UX factor.

Bader and Pagano [25]  – Conducted the experiment with real 
mobile application

 – Proposed lightweight model for 
automated UX evaluation can be 
integrated into different mobile 
applications

 – Did not considers the UX 
attributes suits mobile device 
application context.

 – Did not consider the mobile-
context as UX factor.

Kluth et al. [19]  – The proposed framework is able to 
capture and analysed the detected 
problems

 – Limited to identify user 
interaction problems but it does 
not consider UX attribute into 
consideration.

 – Did not consider task and 
mobile-context as UX factor

Ma et al. [23]  – The proposed toolkit is able to 
capture a detailed user interaction 
supported with quantitative analysis

 – Limited to Identify UX problems
 – Did not determine UX attributes 

and related metrics in capturing 
phase.

 – Limited to efficiency attribute.

Xu et al. [18]  – The UX inspection framework is 
able to review the guidelines of 
mobile UX.

 – Measure the operationalized metrics 
by translating the UX guidelines

 – Did not suggest a universal 
threshold for any UX metric.

 – The metrics such as “number 
of steps of a task” needs to be 
further studied to see whether 
there is a good threshold value 
in terms of UX of mobile.

Dixit and Padmadas [32]  – The help system can guide the 
user by offering link suggestion 
to followed next corresponding to 
user goal.

 – Limited to learnability and 
navigability

 – Conducted in virtual laboratory

(Continued)
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Author(s) Strengths Weaknesses

Scheller and Kühn [33]  – The proposed framework is 
extendable to add new UX attributes 
and metrics for further experiments

 – Cannot measure the naming and 
placement of API elements that 
fits the expectations of the user.

 – Complexity of the 
documentation is not explicitly 
taken into account yet. 

Feijó et al. [10]  – Proposed system have a unique 
feature to collect and log emotions 
in automated UX evaluation

 – Limited to cognitive workload 
and expressive reaction

Harms, [34]  – The proposed approach is fully 
automated.

 – The approach can easily be 
practiced by individual who do 
not have an extensive expert 
of automated UX evaluation in 
general.

 – Unused GUI Elements cannot be 
automated.

 – The approach recorded all 
user events and do not record 
only events that represent user 
action instances which can lead 
to invalid results of the task 
generation and the UX detection

Ferre et al. [35]  – The extended approach can be 
conducted in UX evaluation lab, 
automating the quantitative metrics, 
and for logging real application in 
use.

 – Did not determine UX attributes 
and related metrics in capturing 
phase

Moran et al. [36]  – The proposed approach can detect 
mobile interface design violations

 – The design violations developed 
based on robust and in use industrial 
dataset.

 – Identify common errors in the 
implementations of mobile GUIs 
and neglects the human factor

Mathur et al. [37]  – The framework depends on the 
functional UX assessment by 
considering mobile UX guidelines 
and code analysis.

 – Provide an code enhancement 
recommendation in case of UX 
failure

 – Evaluate the functional aspects 
of UX and less on human 
aspects

Souza and Canedo [6]  – The adopted questionnaire (System 
UX Post-Study questionnaire) that 
have been automated has a high 
reliability coefficient

 – No validation was conducted to 
check the validity of automated 
tool

 – Limited to subjective 
(questionnaire) automation 

Ntoa et al. [7]  – The proposed tool does not require 
any instrumentation, in contrast to 
previous efforts in the field of UX 
evaluation automation.

 – Does not support the subjective 
evaluation

Sodhar et al. [42]  – The study can be generalized since 
the tool is freely available

 – General Attributes
 – Does not mention any UX 

metric

Saleh et al. [43]  – Collect UX metrics without user 
observation (automated gathering)

 – Need instrumentation to measure 
ux logging metric

 – Increase page load time

Table 2. Automated UX evaluation strengths and weaknesses (Continued)
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In fact, existing UX evaluations in literature so far lack empirical evidence, particu-
larly with respect to selection of empirical methods for UX evaluation. Main observation 
from this review is that there is an essential need for systematic mapping between UX 
attributes and UX evaluation methods, which can minimize intricacies and enhance 
results of evaluation process. In general, a number of different UX attributes and factors 
must be considered when developing tools and frameworks for UX evaluation.

In this context, automated UX evaluation can be both user-reported oriented or auto-
mated usage tracking based on UX attributes and metrics determined by UX evaluator. 
Several UX attributes and metrics can be further added into automated evaluation due 
to the flexibility of objective and subjective measurement.

6 Conclusion and future work

UX evaluation is consequently to produce and manage effectively and efficiently 
usable mobile application, which not only represent real needs of users but also satisfy 
their expectations. Primary subject of this study is automated UX evaluation of mobile 
application, which has been identified as UX evaluation tools, where strengths and 
weaknesses of introduced work are identified and analyzed. Moreover, a variety of 
automated UX tools, UX evaluation studies together with their strengths and weak-
nesses have been discussed. 

In this study, we provided an overview of automated UX evaluation methods for 
mobile application, which are often performed to measure UX metrics that some meth-
ods neglect. Automated tools can identify whether the user is satisfied or not (it reflects 
actual user behavior and what users are doing), but cannot identify the reason behind 
this observation (why users are doing this and their intentions; the reason behind the 
action). Automated tools are good for gathering specific insights about peoples’ actual 
behavior’ unlike surveys since if you base your design decisions on what people tell 
you they do, and not what they actually do, your product will not be designed to support 
actual user behavior.

In light of the literature review summary of the state-of-the-art and considering the 
strengths and weaknesses reported in the literature, there are future opportunities for 

1. Developing new automated UX tools for mobile applications that address the issues 
that have been highlighted from the UX evaluation. This could improve the UX of 
mobile application and increase the user experience and satisfaction in using them. 
These tools should be designed to cover different scenarios such as redesigning an 
existing product or designing new products and services or to use in conjunction 
with other evaluation methods.

2. Exploring UX evaluation attributes, which fit the mobile features and factors, 
such as use, task and context in matter of automation the subjective measurements 
specifically questionnaire automation. This will contribute to extend the automated 
UX evaluation from the objective measurement to fill the gap in the current auto-
mated UX evaluation.

3. Several UX attributes and metrics can be further added into automated evalu-
ation due to the flexibility of objective and subjective measurement.
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However, it was appealingly observed that simplicity and cognitive load attributes 
were rare and only used in UX evaluations that are involved in mobile application con-
texts. Thus, it is considering as motivation to involve those two attributes in future work 
for its importance as discussed earlier in this study.

As matter of fact, the automated UX evaluation might be conducted within develop-
ment process and should not be considered as unique evaluation method and it has to 
be complemented with traditional UX evaluation, such as CW, observation, think aloud 
and heuristic evaluation.
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