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Abstract—Recently, the study of emotional recognition models has in-

creased in the human-computer interaction field. With high recognition accura-

cy of emotions’ data, we could get immediate feedback from mobile users, get a 

better perception of human behavior while interacting with mobile apps, and 

thus make the user experience design more adaptable and intelligent. The har-

nessing of emotional recognition in mobile apps can dramatically enhance us-

ers’ experience. Therefore, this paper proposes a visual emotion-aware cloud 

localization user experience framework based on mobile location services. An 

important feature of our proposed framework is to provide a personalized mo-

bile app based on the user’s visual emotional changes. The framework captures 

the emotion-aware data, processes them in the cloud server, and analyzes them 

for an immediate localization process. The first stage in the framework builds a 

correlation between the app’s default language and the user’s visual emotional 

feedback. In the second stage, the localization model loads the appropriate 

app’s resources and adjusts the screen features based on the real-time user’s 

emotion obtained in the first stage and according to the app’s location data col-

lected from the mobile device. Our experiments demonstrate the effectiveness 

of the proposed framework. The results show that our proposed framework can 

provide a high-quality application experience in terms of a user’s emotional 

levels and deliver an excellent level of usability that was not possible before. 

Keywords—Emotion Recognition, User Experience, Cloud Localization, Mo-

bile Application, Location-Based Services. 

1 Introduction 

Since the release of mobile platforms, there has been an enormous change from 

personal computers (PCs) to smartphones [1]. In recent years, the number of mobile 

and wearable device users has increased rapidly. According to data collected by Sta-

tista in September 2020, the number of mobile users worldwide reached 6.95 billion 

in 2020, with predictions suggesting this is reasonable to increase to 7.1 billion by 

2021. In 2024, the number of mobile users worldwide is forecasted to stand at 7.41 

billion. [2]. 
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Nowadays, people use mobile and wearable devices at an unusual rate. Their inter-

actions with devices include daily activities, such as making phone calls, sending 

messages, navigating the Internet, and using different kinds of apps [3]. From 

smartphones, tablets, smartwatches, and smart glasses, such devices constantly are 

being developed in capability, performance, and intelligence, which could be utilized 

to introduce outstanding features [4]. 

Recently, smartphones are integrated with various physical sensors that can detect 

a user’s action, determine a device’s current location, observe physiological signals, 

capture images, take videos, and record voices [4]. The smartphone’s built-in sensors 

such as cameras, microphones, accelerometers, touch screens, and GPS have been 

utilized to develop personalized apps and services based on mobile user emotion and 

current physical location [4, 5]. However, the feedback of such emotion-aware and 

location-based apps depends on the smartphone itself, which introduces a higher 

Quality of Experience (QoE) [5]. 

Although visual emotion-related data and location information can easily be ob-

tained anywhere and anytime by integrated devices (respectively, cameras and GPS 

sensors), the power consumption and computation complexity of processing and ana-

lyzing facial-related data still is a burden on mobile devices. Therefore, a cloud-based 

emotion-aware app or service is more appealing and required [4]. 

However, the human’s emotion expresses a complex feeling state that occurs due 

to physical and psychological facial changes. It is typically connected with one’s 

character, mood, spirits, and relations with others. It is essential to read and 

acknowledge others’ emotions as it helps us to react properly and interact effectively 

in different social circumstances. The ability to precisely recognize users’ emotions 

helps people manage their personal lives and social relationships [4, 5]. 

Since emotion plays a great role in people’s daily lives and social interaction, re-

searchers have been introducing devices and applications that are capable of perceiv-

ing, reacting to, and even classifying emotion [4]. Similar to how people discern emo-

tions, devices can interpret a human’s mood via people’s responses [4, 6]. The facial 

landmarks and speech have been broadly interpreted as they carry rich information 

that reflects people’s emotions. As people perceive emotive gestures and experience 

physiological responses, smart devices can also identify human emotions by examin-

ing physiological signals [4]. 

In mobile apps, for instance, the SMS text can be analyzed to recognize the emo-

tion of the users. When the user’s emotion is captured, the system can automatically 

insert an appropriate ‘emoji’ in the SMS text. Similarly, in the context of emotion, by 

analyzing a video, a smartphone can automatically adjust the background or play 

some favorite music according to the end user’s emotion [6]. 

Facial gesture detection is helpful to classify the behavior of a person when a user 

interacts with the smartphone. Though, a good level of end-user satisfaction or dissat-

isfaction relies on emotion and sentiment [5]. The challenges concerning users’ sen-

timents or emotions should be deemed to produce an enhanced mobile User Experi-

ence (UX) [7]. 

The UX includes all the end-user interaction aspects with the product in terms 

of the user’s impressions, sentiments, likes, or dislikes that the user has when using 
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the application [8]. On the other hand, localization is the process of adapting a product 

to meet the culture, language, and UX of a target locale where the product will be 

used and sold. Today, in the product development process, UX and localization oper-

ate hand-in-hand to satisfy users’ goals, mental models, and requirements. Both are 

central to the product’s adoption and success [8, 9]. 

Localizing the UX needs a strategic approach that goes far beyond text translation; 

such an approach should create a UX that feels truly local, as it has been designed 

specifically for language and locale conventions. The localization process enables 

users to get the best experience in the language of their choice. Truly successful local-

ization requires a user-centered approach to understanding the social and emotional 

aspects of the intended culture or country [9, 10]. 

Companies vending mobile apps cannot afford to release apps containing critical 

defects or UX issues. If users have a poor experience, they will remove the app and 

turn to a competing product. Therefore, to compete in global markets and expand your 

business into new markets, mobile app developers need to publish world-ready prod-

ucts. If mobile apps are not localized properly, they will not be used in the local mar-

ket where the apps’ will be sold. Many mobile users have stopped using an app due to 

lacking localization [9]. 

Furthermore, the advancement of smartphone computational power and the devel-

opment of sensors motivate us to take a step further and develop mobile apps that feel 

what their users feel.  A vital aspect of QoE provisioning is to produce a localized UX 

mobile service based on the user’s emotional responses. It is challenging to estimate 

and quantify the QoE. The sentiment rating feature can be a reasonable way for de-

velopers and service providers to measure the QoE based on the emotional states of 

users collected from their smartphones and then provide a response to improve the 

localization UX quality [4]. 

Therefore, in this paper, we propose a cloud localization UX framework that is 

based on the user’s visual emotion and mobile device’s geolocation data. We provide 

an effective solution that addresses a user’s negative emotions in a real-time mode. 

However, to overcome or reduce such negative visual emotion, the proposed frame-

work will instantly localize the app UX design. The localization will create a UX that 

feels like it has been designed for a certain language and culture. The users should not 

distinguish that the original product stems from a different country and cultural back-

ground. In the proposed framework, we present the system which detects and recog-

nizes facial emotion as well as tells a lot more about that user’s mood which could be 

utilized to get feedback or to know whether a user is satisfied and engaged with the 

introduced service. 

2 Literature Review 

The smart features and user acceptability of the emotion-aware mobile apps are the 

reasons behind the increased growth. Such applications should be in real-time and 

highly accurate to produce a good level of UX [6]. To the best of our knowledge, this 

work is the first investigation that combines UX localization, geolocation-related data 
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for a mobile device, and visual emotion technology in a cloud server. Unlike research 

works discussed in this section, which only detects user emotions, identifies them, and 

addresses negative emotions in real-time to deliver a richer UX. 

There exist several emotion recognition systems in the literature. The emotion can 

be realized from speech, image, video, or text [6]. Cloud-based apps are not restricted 

by storage, processing power, or time. For example, many online game applications 

capture emotion-aware data, process them in a cloud server, and analyze them for the 

next enhancement [11]. In this case, the cloud can provide unlimited storage and 

computation capabilities, and the game developer can have enough time to analyze. 

Most of the proposed emotion recognition systems do not address all of these issues, 

as they are developed mainly to work offline and for desktop platforms. 

Several emotion-aware applications were proposed in [7] and [11]. Ref. [7] used 

audio and visual modalities to discern emotion in 5G. They proposed a bimodal sys-

tem of big data emotion recognition. In their research, a human’s speech represents an 

audio modality, while a human facial image represents a visual modality. They found 

that these two modalities complement each other in terms of emotional information. 

Their proposed system delivered excellent speed-up factors (up to 75.55) during the 

experiments. 

Ref. [11] proposed a cloud-gaming framework by embedding the emotion recogni-

tion module in it. In Particular, they described a framework that uses audio-visual 

emotion to adjust the gaming screen with randomly generated effects in order to en-

hance a gaming experience. Their study showed how a dynamic screen effect, using 

remote display technology, can lead to emotional responses during gameplay. Also, 

they showed how the proposed framework stimulates game players and keeps them 

motivated and engaged. The appropriateness and effectiveness of the proposed 

framework were estimated using objective and subjective evaluations. Meanwhile, in 

their research, the negative emotions were addressed and in their future work, more 

screen effects will be considered to enhance positive emotions. 

An intelligent emotion detection system for mobile phones was proposed in Ref. 

[3]. By using machine learning techniques, the smart keyboard separately interprets a 

user’s emotional states. The proposed system uses accelerometer readings and various 

aspects of typing style like speed, number of backspaces, and the time delay between 

letters to train a classifier to predict emotions. Current work has limitations such as 

classification accuracy, keyboard layout, and registration to the service process. 

Ref. [6] proposed an emotion recognition system for mobile apps. In the proposed 

system, a face image is captured by a smartphone’s embedded camera. Some frames 

are extracted from the image as a representative, and a face detection module is em-

ployed to identify the face regions in the frames. The study results showed that the 

proposed system achieves high recognition accuracy in a reasonable time. In particu-

lar, the proposed system has an accuracy of 99.8% using the JAFFE database, and an 

accuracy of 99.7% using the CK database. 

Ref. [5] proposed a framework that presents personalized emotion-aware services 

by mobile cloud computing and affective computing. With the proposed framework, 

the traditional mobile cloud computing architecture is adjusted to attain the required 

QoE in emotion-aware applications. Their goal was to introduce emotion-aware ser-
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vices that are personalized, user-centric, and intelligent. However, the proposed sys-

tem does not take into account the privacy and security issues of user data in the mul-

ti-dimensional emotional data acquiring method.  

Ref. [12] introduced an initial implementation of a mobile multimodal recognition 

system for emotion and the creation of an effective database through a mobile app. In 

the proposed system, the information generated by the sensors of a mobile device is 

used to perform the recognition of emotions. The recognizer tool runs into a mobile 

educational application to identify a user’s emotions as they interact with the device. 

The recognition system is developed in such a way that it can be used by different 

types of mobile apps including educational apps. 

A recognition system to discern emotions from facial video on a smartphone in re-

al-time was proposed by Ref. [13]. In the proposed system, the embedded camera of 

the smartphone is used to capture the face image, BRIEF features are extracted and 

the k-nearest neighbor algorithm was introduced for the classification. Experimental 

results showed that the proposed facial expression recognition is successful on a mo-

bile phone and it gives a recognition accuracy of 89.5%. For future work, they intend 

to enhance further the existing work by adding features such as deep learning for pre-

trained facial characters and also investigate other machine learning techniques for 

classification. 

Most of the new educational mobile games introduced for autistic children are not 

emotion-aware. Therefore, Ref. [1] showed how movable technologies, facial emotion 

recognition, and voice recognition algorithms can assist autistic kids to learn and 

enhance their academic skills. In their research, they developed a computerized sys-

tem, “World of Kids” which promotes the analyses of the emotional evolution of the 

user while playing a game on mobile devices. They identified the mobile user’s emo-

tions via facial image detection to find the best suited and favorable game(s), which 

may even be a learning game(s). 

Some current healthcare systems use emotion recognition to improve patient care. 

Ref. [14] proposed a method to teach physicians and physicians in training to infer the 

emotions of the patients to utilize that skill in the context of patient care. Emotion 

recognition from faces for healthcare was proposed in Ref. [15] and Ref. [16]. 

3 Globalization, Internationalization, and Localization 

When targeting the global market, any company vending mobile apps faces a burn-

ing issue to meet all demands of their potential customers. However, if vendors want 

to expand their business into new markets and serve globally, they have to take into 

consideration three closely connected processes: Globalization, Internationalization, 

and Localization [9, 10]. 

In the first place, globalization is the process of developing and marketing multi-

lingual products and services to new customers globally. Globalization is the umbrella 

term used to describe the internationalization and localization process (see Fig. 1). In 

essence, globalization means tailoring products or services to a specific geographical 
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region all over the world by adapting to cultural differences, language, and locale 

formats [10, 17].  

On the other hand, internationalization is usually referred to as the building and de-

signing of a product or a service in such a way that it can be easily adapted to particu-

lar local languages and cultures so that it can be marketed easily worldwide without 

the need for redesign. After the application is internationalized, it can be localized to a 

particular language and culture. At the design level, internationalization prepares an 

application for the following phase, termed localization [17]. 

Particularly, localization is the process of taking a product or a service and making 

it linguistically and culturally appropriate to the target market (country, language, 

culture specifics, and desired local “look-and-feel”). Typically, the process includes at 

least translating all strings of the user interface (UI) textual elements as well as chang-

ing the numbering system, changing the date and time formats, currency use, icons, 

graphics, etc. However, the process provides the appropriate resources for the applica-

tion based on the device’s locale settings [9, 10]. 

 

Fig. 1. Globalization process: Internationalization vs. Localization 

Localization and internationalization enable products to reach an entirely new mar-

ket by adopting them. Internationalization and localization are two essential parts of 

the software development and design process. Internationalization focuses much more 

on the designing and engineering process of creating an application, while localization 

focuses on the customization of content and graphics consumed by local users [10]. 

For successful localization, developers need a thorough understanding of the cul-

tural context. Otherwise; they will lose the target market. Naturally, languages operate 

differently. That means there may be issues developers need to consider on the tech-

nical side to display text properly. However, the partial app localization might nega-

tively affect UX. Hence, if companies vending mobile apps want to dominate foreign 

markets, localizing the app is a vital practice towards good UX [9, 17].  
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When content goes through the localization phase, some of the UX issues concern 

technical aspects entail customization included [9, 10]: 

• Language direction (right to left, left to right, and vertically) 

• Flexible localizable UI: How much space is required to display the translated 

text (may take up less space or more) 

• Unicode support: The ASCII character encoding is sufficient for Western Euro-

pean languages’ texts. However, languages that use non-Latin alphabets (such as 

Arabic, Chinese, Korean, and Japanese) require larger character encodings such 

as Unicode 

• Locale preferences (calendar formats) 

• Numbering style (e.g., Arabic or Hindi digits) 

• Currency format 

• System of measurement 

• Collation and sorting rules 

• Symbols, pictograms, and colors (hand gestures and the use of color to express 

information) 

• Culturally appropriate strings, graphics, references, etc. 

In bi-directional (BiDi) language software, text can render in both directions.  Ara-

bic and Hebrew, for instance, are written from right to left but numbers are written 

and read from left to right. The direction of reading and writing affects how infor-

mation and UI elements should be laid out on the screen (i.e. mirroring awareness) [9, 

10]. 

In the course of localizing apps, icons and symbols are also other issues that may 

cause problems. Icons show subtle cultural meanings within them. They may have 

particular negative meanings that may be seen as offensive in the target locale. Sym-

bols that represent hand gestures may be deemed offensive in another region, for 

example, an OK sign or V-sign may convey different meanings in different cultures 

[10]. 

4 Proposed Architecture and System Modeling 

4.1 Scenario 

Before describing the proposed framework, we present a scenario to show how 

emotion can impact the UX. Indeed, an application that is not localized correctly and 

renders resources’ contents in a non-native language for end-users may cause some 

negative emotions like anger or sadness.  Assuming that a user is browsing a mobile 

app, and there is a video camera that continuously captures the user’s facial expres-

sion and a location sensor that detects a device’s current position. The facial expres-

sion and detected physical location are sent over the cloud to the localization UX 

server. Furthermore, consider that the user reaches a behavioral model that makes 

him/her angry, disgust, or sad. The user may consequently no longer wish to continue 

using the application. To overcome or reduce such negative feelings, the application’s 
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UX is localized according to the device’s current location. Meanwhile, switching the 

application’s resources’ contents, locale preferences, layout direction, and visual lan-

guage must be controlled in a reasonable way to improve overall usability. 

4.2 System architecture 

The proposed visual emotion-aware cloud localization UX framework spans two 

levels including the user devices and mobile app. Fig. 2 illustrates the proposed 

framework. The smartphone with applications collects the emotional and location data 

of a mobile user sent over the cloud to the localization UX server. The framework 

focuses on the automatic visual recognition of emotional expressions. However, the 

proposed method is divided into two different stages: the first one focuses on the 

detection of small groups of facial landmarks movements and, according to the out-

put, the second decides the associated emotional expression.  

Upon recognition of a user’s visual emotion and detection of the smartphone’s geo-

location, the emotion recognition API passes a message to the remote smartphone and 

requests an appropriate localized UX based on the user’s physical location. With the 

proposed framework, the language switching is triggered according to the predicted 

user’s visual emotion to achieve the required QoE in emotion-aware services. 

4.3 Capturing video and face detection 

The facial video is captured by a smartphone integrated video camera. As most of 

the time, the user faces the screen of the phone; the video mainly captures the face 

area. Some representative frames are picked from the video. Visual characteristics are 

extracted from the user’s face. The method locates the facial area in the starting frame 

of the video sequence and traces the face moves in the succeeding frames. Nowadays, 

many smartphones have face detection functionality integrated into the mobile sys-

tem. 

 

Fig. 2. The proposed visual emotion-aware cloud localization UX framework 
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4.4 Determining a mobile device’s physical location 

Nowadays, smartphones are usually equipped with GPS sensors. Due to the many 

satellites which are orbiting the earth, a GPS sensor can be used for determining the 

user’s location easily. If the GPS signal is weak, the application will fall back to Wi-

Fi and mobile network methods. Location-based services provide access to tools that 

can be employed to determine the device’s current physical location. Such location 

information can be utilized for a wide variety of purposes and enable a smartphone 

and the application that runs on it to have a better knowledge about its surrounding 

region and deliver a richer UX [17]. 

4.5 Visual emotion recognition 

The face provides an emotion-rich palette. Humans naturally express and convey 

their emotions through facial expressions, gestures, and body language [18]. Emotive 

analytics is an interesting combination of psychology and technology. Thus, many 

facial expression recognition tools put human emotion into six major categories: Joy, 

Sadness, Anger, Surprise, Fear, and Disgust. With facial emotion detection, algo-

rithms identify faces within a photo or video and recognize emotion by analyzing the 

relationship between points on the face, based on selected compiled databases. 

Fig. 3 illustrates the process flow of the proposed visual data emotion recognition 

in mobile devices. Detecting the real-time emotion of the end-user with a camera 

input is one of the advanced features in the machine learning process. Our proposed 

technique scientifically detects and reports emotions and facial characteristics using a 

computer vision library (i.e., OpenCV) and machine learning techniques [19]. 

In particular, there are special types of Neural Networks - called Convolutional 

Neural Networks (CNNs) - that are very effective for using images as inputs and can 

help deliver higher accuracy in emotion recognition [20, 21]. We have used an open-

source data set: Face Emotion Recognition (FER) from Kaggle and built a CNN to 

recognize emotions. The emotions can be classified into five classes: Joy, Surprise, 

Anger, Disgust, and Sadness. 

The primary idea behind the framework presented in this paper is to collect visual 

emotion data while a user is using a mobile app. In doing so, the mobile camera de-

tects the user’s facial expression. Once enough data is collected, preprocessed, and 

then sent to a cloud server, a Python program is launched in the cloud server to handle 

the emotional data. Specifically, machine learning techniques are used to build classi-

fiers that can predict the user’s current emotional states based on their current visual 

patterns. 

4.6 Localizing the user experience  

The mobile app recognizes emotions by analyzing the user’s facial landmarks to 

synthesize the most appropriate UX localized app for the users by loading the most 

appropriate and favorable resources’ contents. Facial gesture detection is helpful to 

classify the behavior of a person when a user interacts with the app. During app use, 
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the proposed framework can verify whether the user’s emotional responses and psy-

chological state are positive or negative. If the emotion is negative, it is encoded with 

0; otherwise, it is encoded with 1. When the emotion with the negative state is output 

as the recognized emotion, the zero value is passed as the input to the localization UX 

process. In the proposed framework, the automatic internationalization and localiza-

tion approach, proposed in Ref. [17], is used to localize the app according to the loca-

tion data that the app received from the device. 

 

Fig. 3. The visual emotion recognition system 

By analyzing a video in the context of emotion, when the user’s negative emotion 

(i.e., sadness or anger) is detected, the proposed framework checks whether the appli-

cation talks to the users in their native language. If not, the proposed framework will 

automatically restart the application with the language spoken in that locale. Moreo-

ver, the framework will update the visible UI properly, present a more personal and 

context-rich UX to overcome such negative visual emotion, and enable users to get 

the best experience in the language of their choice. After localizing the UX, a user’s 

negative emotion might be changed to a positive one to keep the user motivated, satis-

fied, and engaged. 

5 Experimental Results and Discussion 

To study the feasibility of the proposed emotion-aware cloud localization UX 

framework, the empirical evaluation was performed with the Pocket Code1. Pocket 

Code is an integrated development environment (IDE) for the brick-based visual pro-

gramming language (Catrobat) for smartphones. Since they do not require previous 

knowledge of programming syntax, Pocket Code is very popular in programming 

education for young children, teenagers, and students. However, the Pocket Code is 

developed to support both the internationalization and localization processes [22]. 

 
1 https://catrobat.org/ 
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Fig. 4 presents the actual Pocket Code screens captured from the user’s 

smartphone. Fig. 4(a) and (c) are the original screens (US English), and Fig. 4(b) and 

(d) represent the Arabic localized ones. To reduce a negative emotion (a high level of 

anger or sadness), the proposed feature will load the appropriate localized assets ac-

cording to the user’s language preferences at the application’s runtime. 

To evaluate the quality of the proposed framework, the initial experiments were 

conducted by inviting 20 high school and undergraduate students in Jordan, namely 

16-22 years old. It is valuable to note that the Arabic language is the mother tongue of 

Jordanians. The students were selected because they have a good knowledge of the 

block-based visual programming language environment and coding educational tools. 

The number of selected participants is sufficient since it was stated in Ref. [23] that 

three to six participants are sufficient to cover 80% of the usability problems. Table 1 

shows the demographic characteristics of students with the largest number being fe-

males and undergraduates. 

Table 1.  Demographic characteristics of the participants 

Variable Description Percentage 

Gender 
Male 
Female 

40 
60 

Age 
16-18 (school student) 

19-22 (undergraduate student) 

30 

70 

 

The participants installed and used Pocket Code on their smartphones with a time 

of 5 minutes. While navigating the original product’s screens (i.e., English language), 

the various emotional responses of the participants were recorded using the 

smartphone’s integrated video cameras and an appropriate localization and screen 

adjustment were provided after processing over the cloud. 

The results show that the emotional responses of the 90% of participants are nega-

tive (56% are anger, 33% are sadness, 11% are disgust) as shown in Fig. 5, which 

means that the Pocket Code needs to be localized into the Arabic language. After the 

localization UX was performed (see Fig. 4(b) and (d)), 88% of those participants are 

satisfied and engaged with the app. 

Satisfaction measures the user’s experience of Pocket Code, their excitement and 

joy, and the effect of the localization process on users for motivating them to work 

more. Therefore, after the application’s use, the participants were asked to fill out 

surveys related to their emotional feedback (e.g., satisfaction, engagement, or disen-

gagement) for the localized application’s items. The survey was created using Google 

Forms2 and distributed through the emails of participants. The responses to the survey 

were collected, organized, and analyzed automatically. We confirmed that the survey 

elements were appropriate for achieving our research objectives and are easily under-

stood by the participants in our study.  

 
2 https://www.google.com/forms/about/ 
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To achieve this, the participants were asked to rate each motivational UX item 

concerning technical aspects of localization (see Table 2) using a 5-point response 

scale [10]. In particular, they were asked to answer “How satisfied are you with [mo-

tivational UX items]?” Mainly, to evaluate the users’ motivation and satisfaction, the 

totally satisfied, satisfied, neutral, unsatisfied, totally unsatisfied model was adopted. 

The model was used to evaluate the users’ motivational stimuli in using Pocket Code.  

The scores of every UX item were calculated based on a 5-point symmetrical Likert 

Scale to specify the level of motivation and engagement during application use. The 

Likert scale survey questions are essential in measuring a participant’s opinion to-

wards UX items. It enables respondents to evaluate UX motivational items on a visual 

scale. A weight is assigned to each icon on the scale to be calculated in the analysis 

results. 

  

(a) Script categories (b) Localized script categories 
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(c) Example of Catrobat’s program (d) Example of localized BiDi program 

Fig. 4. Screenshots for Pocket Code 

 

Fig. 5. Percentage of participants negative emotions 

The quantitative data were analyzed descriptively using Google Forms. Particular-

ly, we started by collecting and verifying 20 sets of responses for each UX item in the 

analysis of our questionnaire. Then, we calculated the mean for each item. Table 2 

presents the motivational UX items and their respective reported ratings. From the 
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data analyzed, we found the mean rating values roughly close to 5, which indicate that 

the appropriate localized screen had some positive effect on users’ emotional feelings 

during application use, where the highest mean was 4.90 and the lowest was 4.65. 

Thus, we conclude that our participants were satisfied and engaged with the app. 

Table 2.  Motivational UX items concern technical aspects of BiDi- languages 

Motivational Item 
Satisfaction’s Mean  

Ratings 

Bidirectional scripts support 4.70 

Flipped design: UI elements render from RTL 4.75 

Text direction (Arabic text flow from RTL) 4.75 

Encoding scheme: Support any writing script (i.e. Unicode) 4.80 

Iconography (such as undo and redo) 4.65 

Flexible layout: Translated text may take up more space (text expansion) 4.80 

Word wrapping validation 4.80 

UI elements alignment (i.e. right-aligned) 4.90 

Linguistic requirements: check the semantic correctness of the translated text 4.90 

culturally appropriate graphics and colors  4.70 

 

After the localization of the product, the bidirectional languages localization testing 

methods, proposed by Ref. [10], were performed to test the performance of our pro-

posed framework. The objective is to check the product in terms of complying with 

Google Material Design guidelines3 in terms of bidirectionality. We ran the Pocket 

Code (Catrobat’s version for the Android platform) on Samsung Galaxy A51. The 

testing methods were executed in the Arabic language which was used as the refer-

ence. The methods had been created to perform a journey and visit every screen and 

fragment in the product. They verified whether the expected and actual results are 

matched or not. However, if the bidirectionality aspects are the same as the expected 

one, the “Pass” is recorded in the “Result” column; otherwise, “Fail” is recorded in 

the “Result” column to indicate that the expected and actual aspects are not identical 

(see Table 3). 

However, from Table 3, we can observe that Pocket Code complies with Google 

Material design guidelines. The Arabic version of the original product looks as if it 

had been developed in the Arabic user’s local market. 

Table 3.  Material Design guidelines in terms of bidirectionality 

Bidirectionality Aspects Testing Methods Description Result 

Flipped layout 

Text: Arabic text is read from right to left. 

Timeline indicator: Progress from right to left. 
Direction-sensitive graphics, like arrows, are flipped. 

Arabic text is aligned to the right. 

Icons are displayed on the right of the text field. 

Pass 

Time progress UI elements depicting the time progress are displayed in reverse order. Pass 

Localization Icons that contain text or numbers must be localized. Pass 

 
3 https://material.io/design 
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6 Conclusion 

Visual emotion can play an important role in the mobile app to promote satisfac-

tion and engagement during app use. To sustain a good level of user satisfaction and 

overcome or decrease such negative visual emotion (i.e., anger, sadness, or disgust), 

we proposed, in this paper, a framework that employs the user’s visual emotion in 

localizing UX mobile apps which is based on location information. In the proposed 

framework, a user’s visual emotional data is collected by a smartphone. This is 

achieved by capturing facial video and identifying the face region to determine a us-

er’s current emotion. Once the facial features have been extracted, they are given to 

the emotion classifier. Consequently, if a negative emotion is detected, the application 

is triggered to be localized according to the device’s current location. 

The effectiveness of the proposed framework was assessed by empirical evalua-

tions. The empirical evaluation of our framework reported that our approach was able 

to successfully resolve 88% of detected negative emotions.  In a user study, partici-

pants rated every motivational localization UX item using a 5-point symmetrical Lik-

ert Scale. The results showed that the localization process has a positive impact on the 

user’s negative emotion and provides instant user feedback to alleviate such emotion. 

However, the current design does not take into account the privacy and security issues 

of users’ data in the visual emotional data collection process. In addition, it would 

also be interesting to consider different input modalities of emotion (i.e., auditory and 

visual). These are interesting issues to be investigated in our future work. 
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