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Abstract—This work aims to develop the routing capability of GPSR in MA-

NETs. A new GPSR improvement described as Advanced GPSR (AGPSR) is 

proposed with enhanced greedy forwarding and efficient routing decision. 

AGPSR greedy forwarding model consists of three major phases; initialization, 

finding target neighbor, weight value computation and next hop selection. The 

weight value encounters a set of network metrics including node density, network 

size, congestion level, transmission range, node speed and movement direction. 

An intensive evaluation methodology was implemented in order to evaluate the 

performance of proposed AGPSR in MANET. Results confirm that proposed 

GPSR has surpassed several MANET environmental challenges and outper-

formed conventional GPSR in terms of PDR, E2E delay, routing overhead, and 

power consumption. The delay is reduced by AGPSR of up-to 10% compared to 

conventional GPSR. In addition, 5% increase in PDR and more than 7% decrease 

in routing overhead and in power consumption was achieved by AGPSR. 

Keywords—GPSR; MANET; QoS; PDR; E2E delay; NRL 

1 Introduction 

MANET is an infrastructure-less wireless network, allowing nodes to be involved in 

the routing process. MANET routing performance is affected by capabilities of mobile 

nodes and reliability of routing protocol used [1]. MANETs routing protocols are 

mainly classified into geographic routing protocols also known as location-based rout-

ing protocols, and topology-based routing protocols. Topology-based protocols are 

classified further as reactive or proactive protocols. Proactive routing is considered re-

liable due to high route availability and limited latency [2]. However, overhead incurred 

from routes pre-construction and maintenance will limit routing scalability of proactive 

protocols, and will consume lot of memory resources as the network size grows. An 

example of proactive routing protocols is Destination Sequenced Distance Vector pro-

tocol (DSDV) [3]. Reactive routing consumes less resources comparing to proactive 

protocols. However, the on-demand route discovery process may fail or take long time 

to find the required route in sparse network areas and when nodes mobility is very high. 

This will increase the latency and packet loss, hence degrade overall routing perfor-

mance. Ad hoc on Demand Distance Vector routing (AODV) are examples of reactive 

routing protocols [4]. The last type of topology-based protocols is known as hybrid 
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protocols which combines properties of reactive and proactive routing protocols. Zone 

Routing Protocol (ZRP) is an example of hybrid protocols [5]. 

In the other hand, position-based routing protocols perform its routing decision based 

on knowledge of geographical position of neighboring nodes. Each node within the 

network will determine its own location information using a Global Position System 

(GPS) device or any localization method [6]. Hence, to make effective routing decisions 

each node needs to maintain accurate position information of at least its direct neigh-

bors. For this reason, a short beacon packet is intermittently broadcasted by each node, 

to announce its existence and location to its neighbors, within its transmission range. 

Information contained in beacon packets is recorded by receiving nodes in their lists of 

neighbors and used for forwarding packets to destination. Basically, each node will 

forward a packet to one of its neighboring nodes which is nearest to the destination. 

This is known as the greedy forwarding mechanism [7, 8]. Generally, position-based 

routing protocols scales much better than topology-based protocols especially in high 

density environment and increased network size in MANETs, because it does not re-

quire to have up-to-date view of network topology and detailed routing table. However, 

only current physical location of the nodes is required. This advantage will reduce the 

extra overhead imposed by topology constraints for route discovery [9, 10]. 

A wide variety of position-based routing protocols was introduced, this includes: 

Greedy Perimeter Stateless Routing (GPSR), Greedy Routing protocol (GFP), Location 

Aided Routing Protocol (LAR), Directional Greedy Routing Protocol (DGRP), and 

Mobility-based Adaptive Greedy Forwarding (MAGF) [11]. GPSR is considered one 

of most efficient and reliable routing protocols in MANETs. GPSR defines neighboring 

nodes as nodes within the transmission range and with one hope distance. GPSR utilizes 

greedy forwarding method to forward packet to next hop node. However, if greedy for-

warding was not successful to find a neighbor closer to the destination than itself, this 

forms a void in a planarized network graph. Hence, GPSR protocol shifts to the perim-

eter forwarding strategy and uses right-hand rule to overcome this problem [12, 13, 14]. 

Although of enhanced GPSR routing capabilities, it still suffers from several limitations 

such as; greedy forwarding failure due to spars networks and non-uniformly distributed 

nodes. In the same concern, location inaccuracy, will disconnect the graph causing 

packet lost, which results in decreased packet delivery ratio [15]. In addition, continu-

ous updates of location information will result in high network overhead and conges-

tion. Hence, using only distance to destination as the only selection criteria of next hop 

node is not efficient enough for greedy forwarding to scale well in all network condi-

tions and environments. 

This research work addresses limitations of GPSR protocol in MANET domain. The 

aim is to develop GPSR to be more scalable and reliable in all MANET environmental 

conditions. The proposed model considers node movement speed and direction, net-

work density, node congestion level and transmission range in the routing decision. 

This allows GPSR to account for dynamic topology changes and mobile node capabil-

ities, in order to achieve optimal routing performance. This work is structured as fol-

lows; section 2 describes literature review and related work; section 3 presents details 

of proposed Advanced GPSR (AGPSR) algorithm. Section 4 describes the evaluation 
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study conducted and section 5 presents and discuses achieved results. Section 6 con-

cludes this work. 

2 Literature 

Several studies have investigated the performance of topology-based and position-

based routing [16]. In [17], topology-based routing protocols including AODV, DSR 

and DSDV were analyzed and evaluated. Results confirm that AODV and DSR are 

more reliable and outperform DSDV. A similar study conducted by [14], which have 

indicated that DSDV outperforms both DSR and AODV protocols in terms of Packet 

Delivery Ratio (PDR) and packet loss. However, AODV achieved advanced perfor-

mance comparing to DSDV and DSR in terms of average throughput. In [2], a set of 

routing protocols from both MANET protocols categories were investigated, this in-

cludes; AODV and DSR from Topology-based protocols, and Geographic Source Rout-

ing (GSR) and GPSR for Position-based routing protocols. Results achieved have illus-

trated different levels of performance; where GSR and GPSR reported lowest PDR us-

ing Constant Bit Rate (CBR) rate. However, in terms of latency, GSR performed the 

best. 

In [10], a set of MANET protocols including; DSDV, DSR, ZRP, and position-based 

greedy protocol (PDGR) were evaluated in terms of PDR, End to End (E2E) delay, and 

routing overhead. Results achieved have proven that PDGR outperformed topology-

based protocols (DSDV, DSR and ZRP) in high dynamic and dense environments. In 

the same concern, [18] evaluates the efficiency of Location-aided Routing (LAR), Dis-

tance Routing Effect Algorithm for Mobility (DREAM), and AODV. LAR and 

DREAM are position-based routing protocols and the rest are topology based. All these 

protocols were evaluated using a hierarchal evaluation methodology were a set of sim-

ulation scenarios were used representing spars, dense, dynamic and static environmen-

tal conditions. Results have confirmed that LAR protocol outperformed DREAM pro-

tocol in terms of all performance metrics expect for energy consumption. 

In [8], the performance investigation was focused only towards location-based rout-

ing protocols, this includes; GPSR, Energy Aware Geographic Routing (EGR), LAR, 

and DREAM. Performance metrics considered were network lifetime, delay, PDR and 

energy consumption. EGR and GPSR protocols outperformed other protocols in all per-

formance metrics. EGR performs best in terms of delivery ratio and network lifetime. 

However, GPSR outperformed EGR in energy consumption and delay. In addition, [19] 

investigates the performance of GPSR and AOMDV protocols in a Mobile Wireless 

Sensors Networks (MWSNs) which implements a similar environment to MANET. 

Performance metrics used were PDR, routing overhead, hop count, and energy con-

sumption. It was confirmed that GPSR, out performs AOMDV due to its lower routing 

protocol overhead. A similar study was conducted in [20], where the performance of 

GPSR was compared to ZRP in a VANET environment.  Results show that GPSR is 

superior compared to ZRP in terms of PDR, E2E delay, and packet loss. In the same 

concern, an intensive performance comparison of GPSR and Optimized Link State 

Routing protocol (OLSR) in Airborne Ad-hoc Networks, was conducted in [21]. The 
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focus was on analyzing UDP and TCP traffic, where results have shown that GPSR 

performed the best in terms of E2E delay, and OLSR achieved better results in terms of 

throughput. 

Several evaluation studies have indicated that position-based routing algorithms out-

performs topology-based routing in different MANET environments. This is due to a 

set of operational and functional advantages. Using position-based protocols, nodes are 

not required to maintain and update routing tables. Where routing process is accom-

plished based on local information at each sender node. However, greedy forwarding, 

which is the primary packet forwarding method used by position-based routing, may 

fail in several conditions such as low density and spars networks, or networks with 

voids constructed. This limits the capability of greedy forwarding in guaranteeing 

packet delivery to the required destination. In addition, performance of position-based 

routing is degraded from nodes’ location inaccuracy. This is due to nodes’ mobility, 

continuous topology changes and infrequent time interval of beacon packets between 

MANET nodes [22]. Hence, location measurements suffer from error sources which in 

turn effects the routing decision. Other limitations exist in position-based routing pro-

tocols. This includes disconnection due to limited node coverage, incorrect edge re-

moval by planarization, and permanent routing loops due to planarization failure of not 

removing edge [23, 24]. 

In order to improve performance of position-based protocols, more especially GPSR, 

several solutions were presented. In [25] the impact of node mobility and beacon pack-

ets interval on position information accuracy was investigated while utilizing GPSR 

protocol. Afterwards, mobility prediction model was presented to improve its routing 

decisions accuracy and reliability. An improved GPSR protocol was proposed in [26], 

in which the focus was on developing a reliable next hop node selection mechanism 

which considered factors such as distance and movement direction of next-hop candi-

date nodes. Consequently, [27] presented an extension of GPSR protocol, known as 

Prediction based Greedy Perimeter Stateless Routing (PGPSR). This protocol extension 

focused on developing the structure of hello and query packets, it also introduced new 

mechanism to predict the position of mobile node and new network topology structure. 

It was confirmed that PGPSR adapt to high speed mobility and continuous topology 

changes, and allows the selection of optimal next hop. However, limitations of mobility 

predication models include high implementation cost, and its un-optimal mobility node 

motion assumptions. 

In addition, [28], improved GPSR by including additional information in neighbors 

table to assist in selecting next hope more efficiently. This advancement was described 

as Adaptive GPSR and proved to avoid link breakage and outperformed conventional 

GPSR in terms of hop count and PDR. Similarly, [29] introduced an extension of GPSR, 

known as Path-Aware (PA-GPSR), which was implemented in a VANET environment 

to overcome some of GPSR limitations such as link-breakage. Results reported con-

firmed that PA-GPSR outperformed conventional GPSR in terms of packet loss, E2E 

delay, and routing overhead. An additional version of GPSR, known as Density and 

Velocity Aware GPSR (DVA-GPSR) was presented in [30]. The implementation of this 

protocol was focused on VANET environment where density and speed of vehicles 

were utilized to provide a context aware GPSR that outperformed conventional GPSR 
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in terms of PDR, throughput and routing overhead. A new version of GPSR was pre-

sented in [31], in a challenging environment, described as shipborne Ad-hoc network. 

This GPSR update was based on utilizing variables such as direction, density and prox-

imity of ships. Results reported have shown that new GPSR achieved improved PDR 

performance. 

Accordingly, the performance of GPSR in MANET and VANET environments has 

been widely investigated in previous research. In addition, GPSR adaptation within 

these environments was considered in several studies to improve its routing scalability 

and efficiency, allowing GPSR to respond quickly to high mobility, and dynamic to-

pology changes. However, most previous studies have conducted their evaluation work 

with single view without considering all environmental settings. In addition, improved 

versions of GPSR have focused on limited context features, allowing GPSR to achieve 

improved performance in particular domains only. 

This work analyzes the shortcomings of GPSR and propose a new method to develop 

its greedy routing strategy, by taking into consideration several influencing factors such 

as nodes’ movement speed and direction, nodes' available buffer space and congestion, 

and nodes' radio range. These factors were used to construct weight values for each 

neighboring node, in order to assist in selecting optimal next hop nodes. Hence, an 

Advanced GPSR (AGPSR) routing strategy was introduced in this work considering all 

MANET constrains. A constructive and hierarchal evaluation methodology implement-

ing all possible MANET settings, was utilized to evaluate the performance and effi-

ciency of proposed AGPSR. 

3 Proposed AGPSR Greedy Forwarding Strategy 

This work investigates the routing capability and performance of GPSR. The focus 

is on GPSR greedy routing strategy, in which a new weight-based mechanism was 

adopted for more efficient routing decision. The weight mechanism is used to select 

next hop neighbor node based on a set of performance metrics related to network and 

mobile nodes. These performance metrics are divided into two groups: 

• The first group is related to route reliability and efficiency and consists of several 

variables including; node density, network size, congestion and connectivity, and 

transmission range. Where route reliability is the availability of stable route to des-

tination with required time period. Route efficiency refers to delivery of data to final 

destination with minimum delay and lowest loss. 

• The second group is related to node mobility and consists of four variables; node 

speed, movement direction, distance to sink and beacon update interval. This group 

of variables is used to encounter for node mobility challenges and accurately pre-

dicting distance to destination. 

These performance metrics are interrelated of each other. For example, high node 

density will result in increased connectivity, throughput and transmission ranges. This 

will reduce the number of hops to reach the destination and will decrease the probability 

of wireless link breakage, hence improve reliability and stability of communication 
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routes. However, high node density will increase network overhead and congestion 

level, which result in reduced route efficiency. In addition, increased density will rise 

power consumption reducing network life time which in turn negatively affects route 

stability. Node density is also affected by network size, in which large network size will 

surpasses the positive affect of network density. In addition, node mobility includes 

movement speed and direction, which dramatically change network topology and af-

fects route stability. Also, if nodes move outside the transmission range of sender this 

will cause link breakage and loss of connectivity. Accordingly, balance and optimiza-

tion of these performance metrics are vital tasks to be considered while chosen next hop 

node in greedy forwarding. These performance metrics are computed periodically at 

each node and are broadcasted using beacon packets. Each sender node will use beacon 

information to update its routing table and compute a weight value for each neighbor 

node. This weight value is used to select most stable and least congested route providing 

lowest end-to-end delay and highest throughput. The computation of this weight value 

is described in the following section. 

3.1 Route reliability and efficiency factors: 

a) Node density, network size and transmission range: The term node density, refers 

to the number of nodes distributed within a certain area. However, the distribution 

of nodes is not normal around each node. Node density can influence routing behav-

ior and performance in WSN and MANETs. In which, nodes transmit and route data 

traffic based on its connectivity with neighboring nodes. However, high node density 

is considered unfavorable for energy consumption and result in congestion and col-

lision, and might degrade overall network efficiency. Generally, node density is 

computed by measuring number of nodes over a particular area. This can be repre-

sented as follows [32]: 

 𝑫 =
𝑵

𝑨
     (1) 

Where 𝑫 denotes node density, 𝑵 denote number of nodes and A is the network grid 

size represented by the x and y area dimensions. Large network size reduces positive 

effect of dense networks, because hop count to destination will increase and node con-

nectivity will be reduced, which will negatively affect route stability. This provides the 

attention concerning the population around each node known as node neighbors. High 

number of neighbors enhances node connectivity and allow obtaining redundant and 

stable routes to the destination. Node connectivity level, denoted as 𝑪𝒏, can be meas-

ured by computing the average number of its surrounding neighbors 𝑹𝒏. This is pre-

sented as follows: 

 𝑪𝒏 =  𝑹𝒏 (2) 

Several factors are related to node density; this include node mobility, network size, 

and transmission range. The transmission range effects node connectivity with its 

neighbors. Long transmission range increases overall connectivity and reduces hop 
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counts. Short transmission range increases probability of link breakage between neigh-

bors. In dense network, too many communication links and high transmission ranges 

exists. This will reduce the number of hops to destination, hence average route length 

will be short and within sender’s radio range. This increases route stability and links 

are less likely to break due to node mobility. In order to provide a complete understand-

ing of network context and nodes deployment, a factor known as node degree can be 

used to accommodate node density and radio rang. Node degree can be presented by 

the following equation [32]:  

 𝝁 =  𝑫𝝅𝒓𝟐 (3) 

Where 𝝁 is node degree, D is the node density, and r is the radio transmission range. 

b) Node congestion: Congestion at node 𝒏 is measured using Buffer Occupancy Ratio 

[33], which is the ratio between occupied queue size and overall buffer size at a 

predetermined time. 

 𝑩𝒏 =  𝑶𝒄𝒄𝒖𝒑𝒊𝒆𝒅 𝑩𝒖𝒇𝒇𝒆𝒓 𝑺𝒊𝒛𝒆 

𝑩𝒖𝒇𝒇𝒆𝒓 𝑳𝒆𝒏𝒈𝒕𝒉
 (4) 

After estimating buffer occupancy ratio 𝑩𝒏 , De-congestion level 𝑮𝒏  at node 𝒏 is 

computed as follows [34]:  

 𝑮𝒏 = 𝟏 − 𝑩𝒏       (5) 

Hence, the node is considered fully congested if de-congestion level (𝑮𝒏) is (zero) 

0, and mostly available and away from being congested if de-congestion level ( 𝑮𝒏 ) is 

closer to (one) 1. 

3.2 Node mobility factors: 

a) Node speed, movement direction, and distance to sink: Mobility is a fundamental 

feature of sensor nodes either in MANETs or WSN. Mobility is related to node speed 

and movement direction. Mobility impacts topology deployment, density levels, and 

plays a major role in the reliability of routing in MANET. High node mobility results 

in rapid topology changes, this will progressively increase probability of link failure, 

which leads to retransmission of packets and increased communication overhead. 

Hence, power consumption, delay and congestion will be increased. Link failure will 

be caused due to two reasons; nodes will move outside the transmission range of 

senders and nodes will die due to battery termination. 

As mentioned earlier, the selection of next-hop node in greedy forwarding is based 

on measuring the distance between neighbor nodes and destination node (sink), in 

which, closest neighbor is selected. Hence, in greedy forwarding, it is important to 

consider mobility constraints such as node velocity and movement direction to ac-

curately estimate the location of the sender node, next-hop candidate, and sink, for 

guaranteeing routing efficiency. Formulas (6) and (7) are used to compute updated 

x and y coordinates at current time t1 for node 𝒏 (were destination d is a fixed sink), 

taking into consideration node 𝒏 fixed velocity 𝒗𝒏 [35]: 
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 𝒙𝒕𝟏 = ∆𝒕 ∗ 𝒗𝒏 ∗ 𝒄𝒐𝒔(𝝋) +  𝒙𝒕𝟎 (6) 

 𝒚𝒕𝟏 = ∆𝒕 ∗ 𝒗𝒏 ∗ 𝐬𝐢𝐧(𝝋) +  𝒚𝒕𝟎  (7) 

Where 𝐜𝐨𝐬(𝝋) and 𝐬𝐢𝐧(𝝋) are horizontal and vertical movement directions respec-

tively, and (𝒙𝒕𝟎 , 𝒚𝒕𝟎) are previous location coordinates measured at t0. However, if 

node 𝒏 will have different speeds and accelerations, equations (8) and (9) are used to 

compute updated x and y coordinates at current time t1 [35]: 

 𝒙𝒕𝟏 = ∆𝒕 ∗ 𝒗𝒏.𝒕𝟏 ∗ 𝒄𝒐𝒔(𝝋) +  𝒙𝒕𝟎 +
𝟏

𝟐
 𝒂𝒏.𝒙𝟏

𝟐 ∆𝒕𝟐 (8) 

 𝒚𝒕𝟏 = ∆𝒕 ∗ 𝒗𝒏.𝒕𝟏 ∗ 𝐬𝐢𝐧(𝝋) + 𝒙𝒕𝟎 +
𝟏

𝟐
 𝒂𝒏.𝒚𝟏

𝟐 ∆𝒕𝟐 (9) 

Where 𝒂𝒏.𝒙𝟏 , 𝒂𝒏.𝒚𝟏  are the acceleration of node 𝒏 at current time t1 in the horizon-

tal and vertical axis respectively, and are computed as follows: 

 𝒂𝒏.𝒙𝟏 =  𝒂𝒏.𝒕𝟏  𝐜𝐨𝐬(𝝋) (10) 

 𝒂𝒏.𝒚𝟏 =  𝒂𝒏.𝒕𝟏  𝐬𝐢𝐧(𝝋) (11) 

For enhance link stability in greedy forwarding, it is important to measure relative 

velocity between source node and next-hop neighbors. High difference in relative ve-

locity indicates that nodes are traveling a greater distance either in the same or opposite 

direction from each other. This will increase the possibility of link breakage between 

source node and next-hop node. Hence, choosing neighbor nodes with less relative ve-

locity increases the reliability of communication link and allows connectivity to last for 

a longer duration. 

Consider both source node 𝑺 and candidate neighbor 𝒏 are traveling in dissimilar 

directions. Consequently, an angle θ exists between 𝑺 and 𝒏. Three movement cases 

between 𝑺 and 𝒏 can be attained based on θ [36, 26]: 

• θ is between 0 or 180, in which 𝑺 and 𝒏 are moving in different directions and in 

different area zones. 

• θ = 0, specifies that 𝑺 and 𝒏 are moving within a similar area and at the same direc-

tion. 

• θ = 180, specifies that 𝑺 and 𝒏 are moving in a similar area, however in an opposite 

direction. 

The relative velocity is computed based on θ and cosine law as shown below [36]: 

 𝑽𝒔𝒏 =  {

𝒗𝒔 − 𝒗𝒏 𝛉 = 𝟎
𝒗𝒔 + 𝒗𝒏 𝛉 = 𝟏𝟖𝟎

√𝒗𝒔
𝟐 − 𝟐𝒗𝒔𝒗𝒏𝒄𝒐𝒔𝜽 + 𝒗𝒏

𝟐 𝛉 ≠ 𝟏𝟖𝟎

} (12) 

Where 𝑽𝒔𝒏 is relative velocity between 𝒏 and 𝑺. 𝒗𝒏 is the velocity of neighbor node 

𝒏, 𝒗𝒔 is the velocity of the source node 𝑺. 
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b) Beacon Update Interval (BUI): Mobility of nodes will cause location measurement 

inaccuracy, more especially if beacon messages were not broadcasted periodically 

enough ensuring availability of updated location information between neighbors. For 

example, when a sender node selects its next-hop at time t0, this later may not be 

available at time t1 (time of transmission) because it has moved, or another neighbor 

node closer to sink was not detected by sender. This may be the reason behind the 

obsolete location information stored in routing table at neighboring nodes. Hence, to 

overcome impact of mobility on location accuracy, beacon updates should take place 

in a time frame with reference to nodes’ speed taking into consideration not to over-

whelm the network with beacon messages. In this work, Beacon Update Interval 

(BUI) is computed at source node and is linked to relative velocity as described be-

low: 

 𝑩𝑼𝑰 =
𝑫𝒆𝒇𝒖𝒍𝒕 𝑼𝒑𝒅𝒂𝒕𝒆 𝑰𝒏𝒕𝒆𝒓𝒗𝒂𝒍

𝑽𝒔𝒏
 (13) 

BUI is an on-demand update interval in which a new beacon packet will be requested 

by source node from neighbor node on the bases of BUI. If relative velocity is very high 

BUI will be very short and beacon packet will be requested very often. If relative ve-

locity is very low (i.e. below 1), and BUI value is almost the value of default beacon 

interval, then no extra beacon packets are requested from neighbor node [35, 24]. 

3.3 Adaptive greedy forwarding algorithm 

The proposed adaptive greedy forwarding mechanism is used to ensure the accuracy 

and validity of routing table and maintain efficient routing performance. The pseudo-

code of the proposed mechanism is described in figure 1. Three major operational 

phases were introduced allowing source node 𝑺 to select next forwarding node reaching 

target destination 𝒅  using optimal route. The first phase described as initialization 

phase, in which each source node S lockup its routing table to find latest beacon packets 

received from its neighboring nodes. Nodes with one hope distance from S, also ex-

changing routing updates with S and within its radio range are defined as S neighbors. 

Content of beacon packet used in proposed model is described in the following section. 

Step 1 in pseudocode describes the initialization and update phase. Steps 2 to 20 de-

scribes the operations conducted at phase I which is responsible for finding target neigh-

bors, which are neighbor nodes achieving distance and direction conditions. Phase II, 

is responsible for creating a weight matrix for target nodes, selecting next hop node and 

make the routing decision. Phase III is designated in step 21 through to step 31 as shown 

in figure 1. 
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 Algorithm: Adaptive-Greedy-Forwarding (Packet) 

 1: 𝑅𝑆: Set of neighbor nodes' for S.  

 //Phase 2: Find target neighbors of source S.  

 2: While (𝑛 ∈  𝑅𝑆) 

 3:  𝐷𝑛
𝑑 = DISTANCE(𝑃𝑛 . 𝑃𝑑) //Equ.14,15 

 4:  𝐷𝑟  = RATIO(𝐷𝑛
𝑑  . 𝐷𝑠

𝑑) //Equ.16 

 5:   If (𝐷𝑟 < 1) 

 6:   𝑁𝐷 ← 𝑛 //𝑁𝐷: Set of nodes closer to destination 

than source S. 

 7:   End if 

 8: End While 

 9: If (𝑁𝐷 == 0) //No nodes closer to destination 

found 

10:   Forward.Mode = Perimeter //Change to Perimeter 

mode 

11:  Return Greedy-Forward-Failure  

12:  Break 

13: End If 

14: While (𝑛 ∈  𝑁𝐷) 

15:  𝐷𝑖𝑟(𝑛. 𝑑) = DIRECTION (𝐷𝑛
𝑑)𝑡0.𝑡1 ∗ 𝐴(𝑛. 𝑑)𝑡0.𝑡1)//Equ.17,18 

16:  𝐷𝑖𝑟𝑟  = RATIO(𝐷𝑖𝑟(𝑛. 𝑑)𝑡0. 𝐷𝑖𝑟(𝑛. 𝑑)𝑡1) //Equ.19 

17:   If (𝐷𝑖𝑟𝑟 < 1) 

18:   T← 𝑛 //T: Set of target nodes for source s. 
19:   End if 

20:  End While //Phase 3: Create weight matrix and 

select next hop. 

21: While (𝑛 ∈  𝑇 & 𝑁𝐷) 

22:   𝑊𝑒𝑖𝑔ℎ𝑡(𝑛) =
1

𝑉𝑠𝑛
+ 𝐺𝑛 + 𝐶𝑛 

23:   𝑊𝑚𝑎𝑡𝑟𝑖𝑥 =  {𝑛. 𝑊𝑒𝑖𝑔ℎ𝑡(𝑛) } //  𝑊𝑚𝑎𝑡𝑟𝑖𝑥 is weight matrix. 

24:  End While  

25: 𝑊𝑚𝑎𝑥 = 1 //𝑊𝑚𝑎𝑥 is the maximum weight value. 

26: While(𝑛 ∈  𝑊𝑚𝑎𝑡𝑟𝑖𝑥) 

27:   If 𝑊𝑒𝑖𝑔ℎ𝑡(𝑛) > = 𝑊𝑚𝑎𝑥 

28:   𝑊𝑚𝑎𝑥 =  𝑊𝑛 

29:   𝑁𝑒𝑥𝑡𝑛 = 𝑛 //selecting next hop node (𝑁𝑒𝑥𝑡𝑛). 
30:   End if 

31: End while 

32: Forward Packet to 𝑁𝑒𝑥𝑡𝑛 

33: Return Greedy-Forward-Success  

End Algorithm 

 

Fig. 1. Pseudocode of Proposed Greedy Forwarding Approach 
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Algorithm: Adaptive-Greedy-Forwarding (Packet) 

 1: 𝑅𝑆: Set of neighbor nodes' for S.  

 //Phase 2: Find target neighbors of source S.  

 2: While (𝑛 ∈  𝑅𝑆) 

 3:  𝐷𝑛
𝑑 = DISTANCE(𝑃𝑛 . 𝑃𝑑) //Equ.14,15 

 4:  𝐷𝑟  = RATIO(𝐷𝑛
𝑑  . 𝐷𝑠

𝑑) //Equ.16 

 5:   If (𝐷𝑟 < 1) 

 6:   𝑁𝐷 ← 𝑛 //𝑁𝐷: Set of nodes closer to destina-

tion than source S. 

 7:   End if 

 8: End While 

 9: If (𝑁𝐷 == 0) //No nodes closer to destination 
found 

10:   Forward.Mode = Perimeter //Change to Perime-

ter mode 

11:  Return Greedy-Forward-Failure  

12:  Break 

13: End If 

14: While (𝑛 ∈  𝑁𝐷) 

15:  𝐷𝑖𝑟(𝑛. 𝑑) = DIRECTION (𝐷𝑛
𝑑)𝑡0.𝑡1 ∗

𝐴(𝑛. 𝑑)𝑡0.𝑡1)//Equ.17,18 

16:  𝐷𝑖𝑟𝑟  = RATIO(𝐷𝑖𝑟(𝑛. 𝑑)𝑡0. 𝐷𝑖𝑟(𝑛. 𝑑)𝑡1) //Equ.19 

17:   If (𝐷𝑖𝑟𝑟 < 1) 

18:   T← 𝑛 //T: Set of target nodes for source s. 
19:   End if 

20:  End While //Phase 3: Create weight matrix and  

select next hop. 

21: While (𝑛 ∈  𝑇 & 𝑁𝐷) 

22:   𝑊𝑒𝑖𝑔ℎ𝑡(𝑛) =
1

𝑉𝑠𝑛
+ 𝐺𝑛 + 𝐶𝑛 

23:   𝑊𝑚𝑎𝑡𝑟𝑖𝑥 =  {𝑛. 𝑊𝑒𝑖𝑔ℎ𝑡(𝑛) } //  𝑊𝑚𝑎𝑡𝑟𝑖𝑥 is weight ma-

trix. 

24:  End While  

25: 𝑊𝑚𝑎𝑥 = 1 //𝑊𝑚𝑎𝑥 is the maximum weight value. 

26: While(𝑛 ∈  𝑊𝑚𝑎𝑡𝑟𝑖𝑥) 

27:   If 𝑊𝑒𝑖𝑔ℎ𝑡(𝑛) > = 𝑊𝑚𝑎𝑥 

28:   𝑊𝑚𝑎𝑥 =  𝑊𝑛 

29:   𝑁𝑒𝑥𝑡𝑛 = 𝑛 //selecting next hop node (𝑁𝑒𝑥𝑡𝑛). 
30:   End if 

31: End while 

32: Forward Packet to 𝑁𝑒𝑥𝑡𝑛 

33: Return Greedy-Forward-Success  

End Algorithm 
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Table 1. Beacon packet variables 

𝐧 Node ID De-Conges-

tion Level 

Node Con-

nectivity 

Radio Rang Position 

Coordinates  

Velocity  Direction 

Angle 

Time 

𝒏 𝐺𝑛 𝐶𝑛 𝑟𝑛 𝑃𝑛 (𝑥𝑛 . 𝑦𝑛) 𝑣𝑛  α 𝑡𝑠 

 
The following subsections describe phases of proposed greedy forwarding model 

implemented within enhanced GPSR: 

• Phase I: Initialization and Update 

Each GPSR node will utilize GPS capability to compute its coordinates, moving di-

rection and speed. Node’s connectivity level, radio range and De-Congestion level is 

also measured. Afterwards, nodes will encapsulate this information into beacon packets 

which are periodically broadcasted using flooding method to adjacent nodes according 

to BUI. Content of beacon message as in proposed model is described in table 1. 

After receiving beacon packets, each node will update its routing table after receiv-

ing beacon packets from its neighboring nodes. Source node will extract its neighboring 

nodes' information (defined 𝑹𝒔) and start target neighbors' selection phase. Initializa-

tion and update phase will continue on-demand based on BUI. 

• Phase II: Finding Target Neighbor 

An important step in proposed greedy forwarding model is to find list of target neigh-

bor nodes for source node 𝑺, denoted as 𝑻. This requires distance and direction estima-

tion between source 𝑺, neighbor 𝒏, and destination 𝒅 nodes. For more accurate distance 

estimation, nodes movement velocity and direction angle is considered in the nodes 

coordinate measurements and distance estimation process. Distance estimation depends 

on the knowledge of 𝑺, 𝒏, and 𝒅 nodes’ location coordinates. Distance estimation pro-

cess conducted at  𝑺 includes the following steps: 

1. Estimate the distance between source node 𝑺 and destination 𝒅, denoted as (𝑫𝑺
𝒅). 

2. Compute the distance between each neighbor 𝒏 and destination node 𝒅, denoted as 

𝑫𝒏
𝒅. 

3. Compute the ratio between distance computed in steps 1 and 2. 

As mentioned in step (1) and (2) distance values are computed using equations (14) 

and (15) respectively: 

 𝑫𝒔
𝒅 =  √(𝒙𝒕𝟏.𝒔 − 𝒙𝒅)𝟐 + (𝒚𝒕𝟏.𝒔 − 𝒚𝒅)𝟐 (14) 

 𝑫𝒏
𝒅 =  √(𝒙𝒕𝟏.𝒏 − 𝒙𝒅)𝟐 + (𝒚𝒕𝟏.𝒏 − 𝒚𝒅)𝟐 (15) 

Where t1 is the current time of measurement. Afterwards, Distance ratio (𝑫𝒓 ) is 

computed between 𝑫𝒏
𝒅 and 𝑫𝒔

𝒅 as in below: 

 𝑫𝒓 =
𝑫𝒏

𝒅

𝑫𝒔
𝒅 (16) 
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Neighbor node with distance ratio below 1, will be selected because it refers to nodes 

being closer to destination than source. Distance calculations are based on updated po-

sition information received at t1 by beacon messages. For neighboring nodes achieving 

the first condition, the direction ratio (𝑫𝒊𝒓𝒓) between the old and new moving direc-

tions of each neighbor node 𝒏 with reference to destination 𝒅 is computed as follow 

[12]: 

 𝑫𝒊𝒓(𝒏. 𝒅)𝒕𝟎 = (𝑫𝒏
𝒅)𝒕𝟎 ∗ 𝑨(𝒏. 𝒅)𝒕𝟎 (17) 

 𝑫𝒊𝒓(𝒏. 𝒅)𝒕𝟏 = (𝑫𝒏
𝒅)𝒕𝟏 ∗ 𝑨(𝒏. 𝒅)𝒕𝟏 (18) 

 𝑫𝒊𝒓𝒓 =
𝑫𝒊𝒓(𝒏.𝒅)𝒕𝟏

𝑫𝒊𝒓(𝒏.𝒅)𝒕𝟎
 (19) 

Where 𝑫𝒊𝒓(𝒏. 𝒅)𝒕𝟎 and 𝑫𝒊𝒓(𝒏. 𝒅)𝒕𝟏 are the old and new node movement directions 

respectively. 𝑨(𝒏. 𝒅)𝒕𝟎, 𝑨(𝒏. 𝒅)𝒕𝟏 are the angles between node 𝒏 and 𝒅 at time t0 and 

time t1 respectively. Afterwards, if the value of 𝑫𝒊𝒓𝒓 is less than 1, this indicates that 

neighbor node 𝒏 is approaching destination, if its greater than 1, this means 𝒏 is mov-

ing away from the destination, and if its equals to 1 it means 𝒏 was static. Hence, nodes’ 

with 𝑫𝒊𝒓𝑟 value less than 1 are favorable, because nodes moving toward destination 

will become closer to destination and will be more suitable to be next hop candidate. 

Accordingly, neighboring nodes having distance ratio 𝑫𝒓  and direction ratio 𝑫𝒊𝒓𝒓 be-

low 1 will be added to target neighbors' list 𝑻. 

• Phase III: Weight value computation and next hop selection 

For each node within target neighbors list 𝒏 ∈  𝑻, a weight value is computed as 

follows: 

 𝑾𝒏(𝒕𝟏) =
𝟏

𝑽𝒔𝒏
+ 𝑮𝒏 + 𝑪𝒏 (20) 

Where  𝑾𝒏(𝒕𝟏) is the weight value computed based on beacon messages received 

from target nodes at time 𝒕𝟏 . Weight value consists of three main factors; the first factor 

accounts for node’s mobility and represents the fraction of relative velocity 𝑽𝒔�́� be-

tween target and source nodes. As mentioned earlier high difference in relative velocity 

results in route instability due to link breakage. Hence, less relative velocity is desirable 

to maintain link connectivity. The second factor 𝑮𝒏 represents decongestion level of 

target node. The last factor 𝑪𝒏 describes target node connectivity level. High connec-

tivity and increased decongestion level are required to maintain route performance. 

Weight values matrix (WVM) for all target nodes at time 𝒕𝟏 is computed at source and 

is represented as shown below: 

 𝑊𝑚𝑎𝑡𝑟𝑖𝑥 =  [
𝑾𝟏 𝟏

⋮ ⋮
𝑾𝒏 𝒏

] (21) 

Target node with highest weight value will be selected as optimal next hop node. 

However, if there were no target neighbors found during proposed greedy forwarding 
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phases, GPSR will switch into using perimeter mode, in which a packet travels succes-

sively using a fully connected planer graph. However, when a node closer to destination 

is found, greedy forwarding strategy will resume. 

4 Evaluation Methodology 

In order to evaluate the proposed AGPSR, a new simulation software was built using 

C# based on understanding of perimeter and greedy forwarding functionalities de-

scribed in [37]. In which, both conventional and proposed GPSR protocols were imple-

mented and executed taking into consideration different MANET environmental set-

tings. Table 2 describes default MANET parameters that are kept constant during sim-

ulation. 

Table 2. Overall MANET Simulation Parameters 

Constant Simulation Parameters Value 

Simulation time 1000 seconds 

Mobility model Random way point 

MAC layer type IEEE 802.11, IEEE 15.4 

Radio range 250 meters 

Traffic type Constant Bit Rate (CBR) 

Number of connections 5 

Bandwidth of links 2 Mbps 

Packet size 512 Byte 

Transmission Rate 5 pkts/s 

Seed 5, 20, 44, 50, 64, 71, 80, 89, 91, 110 

 

The evaluation work focused towards measuring a set of performance metrics in-

cluding average E2E delay, PDR, normalized routing load (NRL) and power consump-

tion. 

• PDR is the ratio between received packets at destination to the total packets being 

sent by source. PDR measures routing protocol transmission efficiency. PDR is com-

puted as following [38]: 

 𝑷𝑫𝑹 = (
∑ Packets Arrived at Destination𝑛

𝑚=1

∑ Packets Transmitted  𝑛
𝑚=1

) ∗ 100%   (22) 

• E2E delay refers to the total time required for the packet to travel from source node 

to destination. This can consist of several delay components; transmission, retrans-

mission and propagation delays, time required for route discovery, queueing time. 

The average E2E delay can be computed as follows [38]: 

 𝑬𝟐𝑬 = ∑
(𝑅𝑒𝑐𝑣𝑖𝑒𝑑 𝑇𝑖𝑚𝑒−𝑆𝑒𝑛𝑡 𝑇𝑖𝑚𝑒)

∑ 𝑛 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠 𝑛
𝑚=1

𝑛
𝑚=1    (23) 
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• NRL defines the ratio between generated control packets and each data packet de-

livered at destination. This metric measures the overall network overhead generated 

by the routing protocol. NRL is computed as follows [38]: 

 𝑵𝑹𝑳 = (
∑ 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑃𝑎𝑐𝑘𝑒𝑡𝑠𝑛

𝑚=1

∑ 𝐷𝑎𝑡𝑎𝑃𝑎𝑐𝑘𝑒𝑡𝑠 𝑛
𝑚=1

) (24) 

• Average Energy consumption describes the amount of energy being consumed dur-

ing a specific time period. Efficient energy consumption at each node is a major 

factor required for improving network life time. Average energy consumption is 

computed as follows [38]: 

 𝑨𝒗𝒈𝑬𝒏𝒈 =
∑ (𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝐸𝑛𝑒𝑟𝑔𝑦−𝐸𝑛𝑑𝐸𝑛𝑒𝑟𝑔𝑦)𝑛

𝑚=1

𝑛
  (25) 

• Where 𝒏 is number of nodes 

Three different simulation scenarios were implemented, each scenario focused on 

measuring the effect of different MANET environmental setting on GPSR performance. 

In the first simulation scenario, different number of nodes were used, while the remain-

ing simulation parameters were constant. Increasing the number of nodes will increase 

network density. High density will generate more control messages leading to increased 

network overhead. However, in the second scenario, different network sizes were used 

and remaining parameters were kept constant.  Increasing network size will escalate the 

travel area of nodes and reduce nodes’ connectivity. The last scenario focuses on vary-

ing nodes’ speed of travel. Increasing node speed will result in high node mobility and 

frequent network topology changes. Tables 3, 4 and 5 describe varying and fixed sim-

ulation parameters used in scenarios 1, 2 and 3 respectively. 

Table 3. Simulation parameters for scenario 1: Node density 

Map size 900×900 m 

Number of nodes 30, 50, 70, 90, 110, 130, 150, 170, 200, 230, 250 

Mobility speed 70 m/s 

Table 4. Simulation parameters for scenario 2: Network size 

Map size 200×200, 300×300, 400×400, 500×500, 800×8000, 1000×1000, 

1500×1500, 1750×1750, 2000×2000 m 

Number of nodes 110 nodes 

Mobility speed 70 m/s 

Table 5. Simulation Parameters for scenario 3: Node speed 

Map size 900×900 m 

Number of nodes 110 nodes 

Mobility speed 40, 50, 60, 70, 80, 90, 100 m/s 

 

For more effective performance measurement, all three scenarios were integrated, in 

which the average parameter value of each scenario was used in the other scenario. The 
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average of network sizes and mobility speeds were utilized while varying node density 

in scenario 1. In scenario 2, average of node density and speed values were used while 

varying network size. In addition, average network size and node density values were 

used while varying node speed in scenario 3. 

5 Results and Discussion 

Each scenario was run 10 times for every value of varying parameter, each time with 

a different seed. Results described here were obtained by calculating the average of the 

simulation results. 

5.1 Scenario 1 results: The impact of node density 

The impact of number of nodes on the routing performance of proposed and conven-

tional GPSR in terms of PDR, E2E delay, routing overhead and power consumption is 

presented in figure 2, 3, 4 and 5. 

 

Fig. 2. Impact of node density on PDR for both proposed &conventional GPS 

 

Fig. 3. Impact of node density on E2E delay for both proposed & conventional GPSR 
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The PDR for both protocols is relatively similar if the number of nodes in the net-

work was below 90. This is due to low overhead which results in more available band-

width. However, as the quantity of nodes grows, network topology tends to change 

rapidly especially with increased node mobility, this contributes to the higher overhead 

and congestion in the network, hence the packet delivery fraction tends to slightly de-

crease. As shown in figure 2, the proposed GPSR attains higher PDR than conventional 

GPSR protocols although of increased node density. This is due to the use of the 

weighted mechanism which has maintained node connectivity, reducing number of link 

failures and reducing number of hops to destination. Hence, packet loss and packet re-

transmissions are significantly decreased. This explains the best E2E performance 

achieved by proposed GPSR as shown in figure 3. In addition, proposed GPSR utilizes 

on-demand BUI which efficiently adapts beacon updates with topology changes, result-

ing in low overhead and allowing more network resources to be available. This justifies 

the low routing overhead, and reduced overall power consumption achieved by pro-

posed GPSR comparing to conventional GPSR as illustrated in figure 4 and 5 respec-

tively. 

 

Fig. 4. Impact of node density on NRL for proposed & conventional GPSR 

 

Fig. 5. Impact of node density on Energy Consumption for proposed &conventional GPSR 
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5.2 Scenario 2 results: Impact of network size: 

In this scenario, different grid network sizes were used to measure its impact on 

routing performance. For each network size value, high mobile speed (70) and in-

creased node density (110) values were used. 

 

Fig. 6. Impact of Network Size on the PDR for both proposed and conventional GPSR 

 

Fig. 7. Impact of Network Size on E2E delay for both proposed and conventional GPSR 
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with same direction as source node.  

It is clear from figure 6, proposed GPSR outperformed conventional GPSR in terms 
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a steady performance until reaching grid size (2000x2000). As shown in figure 7, E2E 
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delay tend to slightly drop for both protocols after grid size (1500x1500), however in 

overall it was clear that proposed GPSR performs best E2E delay achieving average of 

0.1 s, comparing to an average of 0.2 s achieved by conventional GPSR. In addition, 

from figure 8 and figure 9, it can be noticed that for both protocols, NRL and energy 

consumption grow uniformly along with the network size. However, both performance 

metrics dramatically increase after grid size 1000x1000. 

 

Fig. 8. Impact of Network Size on the NLR for both proposed and conventional GPSR 

 

Fig. 9. Impact of Network Size on Energy Consumption for proposed & conventional GPSR 
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Fig. 10.  Impact of Node Speed on PDR for both proposed and conventional GPSR 

 

Fig. 11. Impact of Node Speed on E2E delay for both proposed and conventional GPSR 
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Fig. 12. Impact of Node Speed on the NLR for proposed and conventional GPSR 
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Fig. 13. Impact of Node Speed on Energy Consumption for proposed & conventional GPSR 

Table 6. Overall scenarios results 

Scenario 

PDR E2E Delay Power 

AGPSR GPSR AGPSR GPSR AGPSR GPSR 

1 94% 90% 0.1 0.2 17 23 

2 93% 88% 0.2 0.3 23 30 

3 91% 86% 0.3 0.4 25 33 

AVG 92.6% 88% 0.2 0.3 21.6 28.6 

Scenario 

NRL Hop Count   

AGPSR GPSR AGPSR GPSR   

1 24 29 3.1 3.4   

2 26 33 3.5 4.6   

3 27 35 4.1 5.1   

AVG 25.6 32.3 3.5 4.4   

 

It is clear from table 6, the proposed AGPSR has proven its efficiency in improving 

PDR up-to 4.6 % comparing to conventional GPSR. Certainly, the delay is reduced by 

AGPSR of up-to 10% compared to conventional GPSR. This delay improvement is 

linked to the average number of hop count which was reduced by 1.1 % using AGPSR. 

Routing overhead and power consumption were reduced by nearly 7%. In addition, the 

performance achieved by AGPSR is considered comparable to other GPSR advance-

ments known as GPSR with k Packets (GPSR-kP) and Path Aware GPSR (PA-GPSR) 

as described in [39] and [29] respectively. Accordingly, the efficiency and improved 

performance of AGPSR during different environmental scenarios is confirmed. 

6 Conclusion 

This work presents an improved version of GPSR described as Advanced GPSR 

(AGPSR). The major improvements of AGPSR were focused towards the greedy for-

warding process which was redefined into three operational phases. The first phase is 

responsible for initializing, updating and broadcasting the beacon packet. More infor-

mation is added to the beacon packet to account for node density, node mobility and 

connectivity.  The second phase is used to find the target neighbor nodes, these nodes 
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are having minimum distance to destination and are moving towards the destination. 

The last phase will utilize up-to-date information available to compute a weight value 

for each target node. This weight value is used to determine the optimal next hop node. 

The computation of this weight value encounters a set of factors including; node 

density, buffer space, radio range, node mobility including speed and direction. Con-

sidering node mobility was important to reduce the possibility of link breakage, and 

improve location information accuracy. Also, accounting for nodes' available buffer 

space have lowered congestion level and contributes to the reduced E2E delay experi-

enced. In addition, the concept of relative velocity was used to balance beacon intervals 

which have decreased network overhead and reduced overall power consumption. 

For performance evaluation, a new simulation software was built to implement the 

AGPSR and conventional GPSR protocols. This simulation tool was used to execute 

several MANET scenarios including different network sizes, node density and mobility. 

Results confirm that the proposed AGPSR has achieved an improved performance in 

terms of PDR, E2E delay, hop count, power consumption, and routing overhead. 

AGPSR has outperformed conventional GPSR and achieved comparable performance 

comparing to other GPSR advancement known as GPSR-kP and PA-GPSR. 
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