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Abstract—Nowadays, the banking system is known as one of the inherent 
sectors of customer relationship management systems. Its main advantage is to 
redesign a more responsive organization to satisfy the customers. The banking 
system aims to improve the structure of organizations to provide a better cus-
tomer service through a set of automated and integrated processes. The final goal 
is to collect and reprocess the personal information of customers. To handle this 
dilemma, a number of new techniques in data mining provide a powerful tool to 
explore customers’ information regarding a set of data and tools for customer 
relationship management. Accordingly, the customers’ classification and coordi-
nation of banking system are the main challenging issues of today's world. These 
reasons motivate the attempts of this study to apply a composition of neural net-
work by considering the C4.5 decision tree and the k-closest neighbor method as 
a variant of core boosting methodology with maximal strategy. To validate the 
proposed solution approach, a case study of Ansar Bank in Iran is utilized. From 
the results, it is observed that the proposed method provides a competitive output 
with the rate of 95% for the customers’ classification. It also outperforms other 
existing methods with the rate of C4.5 decision tree, neural network, Naive Bayes 
and KNN with the rate of 1.04%. The main finding of this research is to propose 
an algorithm with the error rate of 1.9% and error squared of 0.72% as the best 
performance among other methods from the literature. 

Keywords—Customer classification, boosting, C4.5 decision tree, neural net-
work, KNN. 

1 Introduction 

Nowadays, in the banking industry, loans play a significant role, so that a large part 
of the assets of a bank are made up of loans paid to individuals and corporations, and 
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as a result, by increasing the number of loan applications from individuals and with 
regard to risk available in these activities, providing a way to manage these loans is 
necessary. One of the ways to quantify and measure credit risk and proper management 
is the use of credit scoring models. This research modeled based on quantitative and 
qualitative criteria, features and performance of past loans, to predict future perfor-
mance of similar loans. A credit rating is a statistical tool used to determine degree of 
risk of loan payments to customers. 

In CRM customer relationship management, the most important asset of most organ-
izations is their customers. Customers, for the direct relevance of the actions of an or-
ganization, are a valuable source of opportunities, threats and operational questions re-
lated to the relevant industry. In this way, it is necessary for the organization to design 
and implement a system for attracting and retaining customers, a system that can man-
age the organization's relationships and customers well. These systems are known for 
customer relationship management systems and software known as CRM that can make 
the organization more responsive to customers, whose goal is to empower the organi-
zation to provide better services to its customers through the creation of automated and 
integrated processes for collecting and processing customer personal information. Cus-
tomer relationship management consists of the business process, technology, and roles 
required managing customers in the various stages of the organization's life cycle. 

Data mining is one of the new techniques for discovering patterns and trends with 
respect to customer data, which improves customer relationship and is one of the tools 
for customer relationship management. Segmenting is a way of knowing the customer 
and breaking the entire population of customers into smaller groups. 

In this research, we intend to identify a profile for customers using the characteristics 
of customers and identify customers who are important and profitable for the banking 
system. In this way we can create more convenient facilities for them. For segmenta-
tion, a model called RFM is used, which is one of the models in the analysis of customer 
value, the RFM model, and presented by Hughes in 2013, and it shows the difference 
of customers using three variables: recency, frequency and monetary value. 

The recency of the last purchase (R) represents the freshness that shows the duration 
between the last business engagement with the present, the longer it is, the more R is. 
Frequency purchase (F) represents a repetition and shows the number of transactions in 
a given interval, the higher the repetition, F is also larger. The monetary value of the 
purchase (M) shows interactions in a certain interval that the higher the monetary value, 
M is larger. 

The RFM model variables are very efficient for customer segmentation. Other ap-
plications of the RFM model in customer segmentation based on novel variables, repe-
tition and monetary value can be used to segment customers in order to determine op-
timal marketing policies for each sector. In fact, RFM is a method that examines these 
three features for each customer and gives them a customer benefit. The ability to iden-
tify profitable customers, build long-term loyalty with them and expand existing rela-
tionships is crucial/critical and competitive factors for a customer-centric organization. 
The need for these competitive factors is the existence of a customer relationship man-
agement of the organization. The evaluation of customer profitability is one of the key 
factors in this management. Following initial studies about the work done to determine 
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customer loyalty, it has become clear that a methodology based on combining popular 
classifications such as C4.5 decision tree and neural network and k nearest neighbor to 
assess customer loyalty has not been presented so far. After customer clustering, the 
cluster output is entered into the category, then, based on the RFM criteria, all custom-
ers model and assign each batch instance. The results of applying this method on a 
dataset indicate its higher accuracy than previous methods in identifying loyal and non-
loyal customers. Therefore, the researcher in this study is trying to apply a method based 
on the clustering algorithm and classification methods such as the neural network and 
C4.5 decision tree or a combination of the above methods that classify valid and invalid 
customers in the electronic banking system with acceptable accuracy than other meth-
ods. 

Considering the importance of the classification of credible customers in the elec-
tronic banking system, today, classification methods have become one of the most ac-
curate methods of credit analysis among other tools. Therefore, the researcher in this 
study is trying to apply a method based on clustering algorithm and combining classi-
fication methods that provide valid and invalid customers in the electronic banking sys-
tem with acceptable accuracy compared to other methods. It should be noted that in 
order to provide a new method, we can use the combination of classification methods 
in the current research and classify the customers with the appropriate precision. 

In this research, using the user profile and RFM technique, we introduce a combina-
tion of popular categorization algorithms and then identify valid users in a banking 
system with a degree of affiliation. Therefore, the main objective of the current research 
is to increase the accuracy of customer ratings in the electronic banking system, so that 
the proposed method is more appropriate than other proposed methods. 

The objectives of this study are to provide a template or comprehensive model for 
providing or not providing facilities to future clients of the facility, and the classifica-
tions and classifications of current customers of Ansar Bank. 

2 Literature Review 

It is possible to classify customers by using a data set of depositors of a loan, taking 
into account information on the characteristics of customers of different banks, such as 
age, sex, occupation, annual income, total assets, other earnings, etc. [1]. 

Customer revenue performance plays an important role in loan contracts. In a study 
using a sample of 3725 loan facilities from banking customers during the period from 
1995 to 2011, the impact of customer earnings performance on the prevailing and non-
prevailing conditions of loans was examined and considered three main hypotheses and 
obtained results using regression [2]. 

The clustering and data mining methods are widely used in different regions. The 
prediction of oil performance in oil fields [3], the forecast of non-performing loans in 
Post Bank branches [4], the identification of rules and relations between grades Input 
tests and other personal and occupational variables and the status of employees with 
job performance [5], maintaining customers in a telecom company [6], assessing cus-
tomer needs [7] and the use of direct marketing methods by corporations and banks to 
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reach customers [8] are some examples in different fields that researchers use using 
data techniques K They have done it. 

In an article, a framework is proposed in which all communication rules are clustered 
using a new similarity criterion, and the levels of real satisfaction are embedded in the 
communication rules to enrich them in an innovative manner [9]. 

Particularly, in customer relationship management (CRM) and customer needs as-
sessment, the clustering and classification of the dataset using customer attributes are 
used in order to increase profits and increase investment (ROI). [10] and [11]. customer 
needs assessment by the VARCLUS algorithm [12], customer needs assessment by 
self-organized mapping algorithm and WRFM model [13], customer needs assessment 
by the data-mining prediction approach [14] customer loyalty assessment through k-
mean clustering and WRFM model [15], and consequently customer loyalty predictors 
by PLS-SEM [16] are provided. 

[17], [18] and [19] investigated customer profiles to improve customer relationship 
management performance. [20] has criticized the concept of data mining and customer 
relationship management in banking and retail organizations. They also discussed 
standard data mining tasks and evaluates various data mining applications in different 
sectors. [21] wrote about the responsibility of companies to ensure the accuracy of in-
formation stored and to remove inappropriate data in their research. 

By integrating two methods of clustering and data envelopment analysis, it is possi-
ble to identify bank cluster management branches and to evaluate the efficiency of pay-
ment efficiency [22] or with the aim of customer clustering based on hierarchical struc-
ture with optimization of logistic network [23]. 

Using the data mining approaches, the Stock Profit Framework (StockProF) has been 
redefined to create stock portfolios [24]. And, data mining-based performance appraisal 
framework, to conduct an automatic and comprehensive assessment of the employees 
on their working ability and job competency [25]. 

The decision tree model is one of the most effective data mining techniques used in 
many sources: The decision tree algorithm in the Commercial Bank Recruitment testing 
database to examine the factors affecting performance and human resource develop-
ment [26], analyzing both greedy and random decision trees, and the conflicts that arise 
when trying to balance privacy requirements with the accuracy of the model [27], the 
Kornel decision tree classification approach for model development for future sectors 
at the Retail Commercial Bank in the city of Tangayil, Bangladesh [28], C5.0 decision 
tree, Multi-Layer Understanding Neural Network (MLPNN), Naive Bayes expanding 
tree and logistic regression of the Portuguese bank data collection [29] have been used 
and their results have been analyzed. 

In [29], the results show that the decision tree C5.0 has the best proportion of accu-
racy than other methods. Another work in this field and similar data sets indicate that 
MLPNN accuracy is better than Naive Bayes [30]. Decision tree is a useful tool for 
discovering data for predictions in the form of rules. The classification and regression 
tree (CART) algorithm is the most popular method used in HRM to decide on recruit-
ment [31]. 

Other research is expected through studying the key factors in customer relationship 
management and the use of data mining in the bank. Bank customers classify using 
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decision tree algorithm. Three decision tree models, including ID3, C4.5 and CART, 
are used for categorization and prediction [32]. 

When an unbalanced data set exists, applied data mining techniques produce mis-
leading results, since it provides for a complete negative result. An approach to over-
come the incompatibility of the data set is to use hybrid data extraction solutions to 
provide more accurate results using more than one classification in the data set [33]. 
Collected data based on customer characteristics may be complex, especially when they 
are generally large and unbalanced information collections. So, if the techniques ap-
plied incorrectly, the cost of the campaign can be dramatically increased [34]. 

Author in [35] suggested the use of genetic algorithm for customer classification. In 
general, RFM represents the dynamic behavior of the customer and evaluates LTV 
models of value or customer participation. [36] offers the use of neural networks in the 
classification of customers. In this way, they aim to enhance customer satisfaction with 
the color and model of goods with the help of the intelligent system created using arti-
ficial neural networks. 

The priori algorithm was used to improve the bank segmentation of customers [37]. 
Experimental results showed that this algorithm can effectively overcome the tradi-
tional algorithm, resulting in precision in customer segmentation, more reasonable re-
sults, effective decision-making and more benefits to the bank. 

In another study, analysis of data mining techniques and its applications in the bank-
ing sector, such as the prevention and classification of customers, customer retention, 
marketing, and risk management, have been addressed [38]. 

Due to security concerns and lack of access to real financial information from banks, 
[39] applies credit scoring methods based on the payment dates for members of the club 
and shows the use of data mining to improve credit assessment using credit estimation 
models. Credit card model classification, logistic regression model and decision tree 
model were compared. Using fuzzy neural hybrid model, the credit ratings of customers 
were presented and used the ant colony algorithm to optimize the model. In the research, 
[40] ranked customers and identified their superior segments using the neural network, 
which resulted in the brokerage company being mechanized for the allocation of credits. 
The analysis of these results was intended to make decisions and strategies suitable for 
determining the facility to customers. [41] evaluated data for finding models based on 
customer specifications regarding their use of Mobile Bank by applying two techniques 
of artificial neural networks and simple bans. In this research, the results have led to 
customer attraction, current client maintenance, and increased customer satisfaction. 
Finally, it was determined that the artificial neural network technique has a higher ac-
curacy than the simple binary technique. 

Another study [42] intended to optimize particle parameters (PSO) to obtain appro-
priate parameters for the vector support vector (SVM) and decision tree (DT), and to 
select a subset of useful features, without reducing the degree of classification accuracy, 
to its work. To evaluate proposed approaches, data collected from Taiwanese commer-
cial banks are used as sources of data. The experimental results showed that the pro-
posed methods could achieve better parameterization, reduce unnecessary characteris-
tics and significantly improve the classification accuracy. 
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Author in [43] examine various data mining techniques that can be used in banking 
areas. This provides an overview of the techniques and methods of data mining and 
sees how these techniques can be used in banking areas to make decision making easier 
and more productive. 

The customer status of the bank was analyzed by using a model called CLV [44]. 
Their main goal in this study was to calculate real values or customers in order to dis-
cover and analyze their position in markets or the banking system. [45] analyzes the 
criteria and relationships for analyzing how customers use banks. In his research, he 
examined customer status in 2010-2014 and used the CPA model. Authors in [46] anal-
yses data mining techniques in business especially in healthcare. 

In the following sections, we will discuss and investigate the following: In the third 
section, the data sources used, the algorithm and flowchart of the proposed method, and 
the full description of the implementation steps of the method proposed in this study 
are examined. In the fourth section, the simulation results of the proposed method, 
which includes the initial clustering of data, customer classifications using neural net-
work algorithms, decision trees, and so on are mentioned. The research findings have 
been compared with the results of other methods. In the fifth section, which is the final 
chapter, the final result and suggestions for developing current research are presented. 

3 Modeling the Proposed Method 

Data is collected from different sources and dispersed centrally in a collection area 
and a concentrated data warehouse. Ansar Bank's customers' transactions and infor-
mation are used here to form a data bank. The data collected from the Ansar Bank was 
during the years 2011-2016 and the total number of records was 5,000. 

A preprocessing takes place on data and eliminates data problems (cleaning, select-
ing a subset of features, sample filtering, sampling, data conversion, discretization, dim-
ming, data accumulation, and feature creation). With preprocessing of the data, the vol-
ume of data is reduced, useful data is provided, and therefore suggestions can be made 
with better speed and accuracy. In this research, due to the nature of the data required, 
it eliminates some of the features so that less processing is needed to be done in the 
class operations and other operations, and at a more appropriate time for the discovery 
of credible customers. In this study, the variables are examined in three different char-
acteristics: Names of Features, Data type, Variable type respectively. 

Age/ Numeric/ Input 
Education/ Discipline/ Input 
Year emp/ Numeric/ Input 
Income/ Numeric/ Input 
Debt income/ Numeric/ Input 
Other debt/ Numeric/ Input 
Loan/ Boolean/ Target variable 
Sex/ Boolean – Discipline/ Input 
Married/ Boolean/ Input 
Level/ Discipline/ Input 
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Balance/ Numeric/ Input 
Day Count Fix Balance/ Numeric/ Input 
Account Strat/ Numeric/ Input 
Transaction Count/ Numeric/ Input 
End Transaction Day/ Numeric/ Input 
Count/ Numeric/ Input 
Loan Price/ Numeric/ Input 
Arrive Count Loan/ Numeric/ Input 
Q Count/ Numeric/ Input 
Q Count Pending/ Numeric/ Input 
Q Avg Pay/ Numeric/ Input 
Due to the fact that the data is extracted from a valid and standard source, there is 

little or no outlier between them. This means that some of the data has null values, 
which is excluded from the database. 

Subsequently, the data are processed and converted into data mining tools such as 
Rapid Miner, Weka and SPSS. 

In the proposed method, the most popular classification method is used to classify 
valid customers in an electronic banking system to provide facilities. Finally, the above 
methods are combined and at each stage, the best answer is selected from the answers 
given and is determined as the final result. Fig. 1 illustrates the flowchart and hybrid 
system architectures. 

Considering the nature and sensitivity of customer classification environments, the 
proposed method is considered to be the combination of the neural network, the C4.5 
decision tree and the k closest neighbor method. The combination of these two methods 
is presented in the form of a boosting system. 

The routine of doing this is that at first financial information of all customers of the 
bank is clustered using the k-means algorithm. The purpose of this step is to initialize 
the data. By determining the initial data group, we can validate other new samples using 
classifier algorithms and predict the categories of customers. In fact, by clustering data, 
samples are made for applying classification algorithms. 

The output of the clustering phase is separated and classified into two categories of 
training and experimental data for the classification of customers. 70% of the data is 
used as training data to train classification models and 30% of data is used to evaluate 
and determine the category and credibility of customers. The procedure for classifying 
training and the experiment data is in accordance with a balanced technique. Using a 
balanced technique, data can be extracted and separated from each group or batch in 
the data. Data split operations are done in the Rapid Miner data mining software using 
a balanced sampling. 
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Fig. 1. Flowchart of the Proposed Method 

Then, the training data is entered into the model of the neural network with the num-
ber of two hidden layers, the C4.5 decision tree and the KNN classification algorithm. 
The number of data or nodes for teaching 3500 model samples. The type of neural net-
work algorithm used is the neural network standard algorithm. 

All three methods are taught to teach their models and are ready to receive data to 
identify valid and invalid customers. 

After the relevant models are taught, experimental data, which is 30% of the total 
data, is introduced to evaluate the models. Each model returns its output and its predic-
tion and identification as output. 

The output of these methods is connected to the core input of the boost system and 
according to the parameter in the boosting system, min, max and avg, the best prediction 
and classification is selected and used as output. 

By providing the above-mentioned method in each run and predicting a new case, 
the best response to the output is sent, and finally, the optimal response will be high 
precision and the least error. Fig. 2 provides an overview of the hybrid boosting system. 
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Fig. 2. Flowchart of Combined Boosting Algorithm from customers classification 

So, according to the view presented in this section, we simulate the proposed method 
in the next section and evaluate the results with other methods. 
In order to evaluate the classification methods used to classify customers, there are 
criteria that calculate the accuracy, tree accuracy, and accuracy of the methods. Among 
the most important of these criteria are: 1) accuracy, 2) precision, 3) recall, 4) error rate. 
In the following relationships, methods for calculating accuracy, precision, recall, and 
classification error rate are shown. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = !"#!$
!"#!$#%"#%$

 (1) 

In formula 1, True Positive (TP) represents instances where the values of their type 
are correct and are also correctly recognized. The True Negative (TN) represents the 
number of instances that are false and incorrectly detected. The False Positive (FP) also 
represents the number of instances that were false and correctly recognized. Finally, 
False Negative (FN) also shows samples that are false and precisely incorrect. 

The formula for verifying the correctness and call is as follows. 

  (2) 

  (3) 

Finally, the error rate is calculated as follows: 

Educational data

Experimental data

70%

30%

Neural Network

Decision Tree MAX Determine customer 
credit

Combination suggested method

K Nearest 
Neighbor (KNN)

Pr TPecision
TP FP

=
+

Re TPCall
TP FN

=
+
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  (4) 

4 Simulate the Proposed Method and Evaluate the Results 

The proposed method was implemented using the Rapid Miner simulator. The tests 
were performed on a desktop with win 7 and Intel's Core 7, Core ™ i7 CPU, Q720 @ 
1.60GHz 1.60 GHz processor with 3.06 gigabytes of RAM, and 32-bit operating sys-
tem. One of the reasons for selecting the Rapid Miner data mining software to simulate 
the current research is the ability to perform pre-processing on the data, standard and 
acceptable sampling, modeling the algorithms used, and ultimately the ease of imple-
mentation of the algorithms. 

4.1 Data clustering by using K-Means algorithm 

In a simple kind of k-means clustering algorithm, first, the number of clusters needed 
for points is randomly selected. Then, in the data, they are attributed to one of these 
clusters according to the degree of similarity, and thus new clusters are obtained. By 
repeating the same procedure, it is possible to calculate new centers for each of them 
by averaging the data, and again attributing the data to new clusters. This process con-
tinues until there is no further change in the data. The following function is considered 
as the objective function, which is ║║  the standard of distance between points, xi(j) is 
the observation i of the cluster j and cj is the center of the cluster j. 

  (5) 

The algorithm below is the basic algorithm for this method: 

1. At the beginning, the point K is selected as the points of the cluster centers. 
2. Each data sample is attributed to the cluster whose center of the cluster has the small-

est distance to that data. 
3. After all data is added to one of the clusters for each cluster, a new point is calculated 

as the center. (Average points belonging to each cluster) 
4. Steps 2 and 3 are repeated until there is no change in the cluster centers. 

The routine of work is that the data are first normalized and then given as input to 
the k-means clustering algorithm. Given that nodes data does not have a specific cate-
gory and group, it is necessary for the first reason to determine for each batch instance. 
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Fig. 3. Average squared error associated with selecting the dataset attributes of the edges 

After clustering in fig. 3, the clustered sample outputs are used as the input of the 
kernel of the boosting algorithms of the neural network, the C4.5 decision tree and 
KNN. 

4.2 Classification by using the neural network algorithm 

After implementing the proposed method, the final accuracy of the neural network 
is 89.55%, its error rate is 10.45%, and the Root Mean Squared Error (RMSE) is 0.301 
that is shown in fig. 4. 

 
Fig. 4. Accuracy, Error, and Average Squares of the neural network algorithm 
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4.3 Classification by using the C4.5 decision tree algorithm 

One of the most important reasons for choosing the C4.5 algorithm is having a lower 
classification error rate than other decision tree algorithms such as Chaid, ID3, CART, 
and so on. 

In fig. 5 and 6, the resulting C4.5 decision tree is shown. Finally, after implementing 
the proposed method, the final accuracy of the C4.5 decision tree is 90.03%, the error 
rate is 9.97%, and the RMSE is 0.298. 

 
Fig. 5. Generated C4.5 Decision tree  

 
Fig. 6. Accuracy, Error, and Average Squares of the C4.5 decision tree 
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4.4 Classification by using the KNN algorithm 

Finally, after implementing the proposed method, the final accuracy of KNN is 
93.69%, the error rate is 6.31%, and the RMSE is 0.248 that is shown in fig. 7. 

 
Fig. 7. Accuracy, Error, and average squared error of the KNN algorithm 

4.5 Results of proposed algorithms (boosting) 

After simulating each algorithm, each of them had errors at some point. In the dia-
gram below, the proposed method is implemented on 22 samples of the data, and the 
results are examined using the boosting algorithm with the maximum strategy. There-
fore, the total error is equal to the number of false classifications relative to the total 
sample. 

Table 1.  . Applying the boost algorithm with Max strategy 

Row Main Class Output Decision Tree C4.5 Neural Network 
Output KNN Output Boosting (Max) 

1 0 0 0 0 0 
2 0 0 0 0 0 
3 1 1 1 1 1 
4 0 0 0 0 0 
5 0 0 0 0 0 
6 0 0 0 0 0 
7 0 0 0 0 0 
8 0 0 0 0 0 
9 0 0 0 0 0 

10 0 0 0 0 0 
11 1 0 0 1 0 (Error) 
12 1 1 1 1 1 
13 1 1 1 1 1 
14 0 0 0 0 0 
15 0 0 0 0 0 
16 1 1 1 1 1 
17 1 1 0 1 1 
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18 1 1 1 1 1 
19 1 1 1 1 1 
20 1 1 1 1 1 
21 0 0 0 0 0 
22 1 1 1 1 1 
 
As can be seen, in row 11, the type of main class field is 1. In this situation, the C4.5 

decision tree algorithm and the neural network are error-free and the KNN algorithm 
classifies the sample correctly, and since it uses the MAX strategy, the result is selected 
that identifies its more algorithms and because the two algorithms of C4.5 decision tree 
and the neural network are identified by 0, so the final class is considered 0. 

Finally, according to the data used, the accuracy of the boosting method is 95% and 
the error rate is 5%. In the next section, the results are fully evaluated. 

4.6 Comparison of the proposed method with other methods 

In this research, we compare the accuracy criterion, which is one of the most im-
portant criteria in determining the credibility of customers, with other methods. In the 
table below, the accuracy of the proposed method is shown with other popular methods. 

Table 2.  Comparison of the Accuracy Classification of the Proposed Method  
with Other Methods (Accuracy Criteria) 

Proposed Method KNN Neural Network Decision Tree Naive Bayes 
95% 93.69% 89.55% 90.03% 88.69% 

 
As shown in the above table, the accuracy of the proposed method has improved on 

average by 1.04% compared to other methods. The average accuracy of classification 
of all methods, except for the proposed method, is 90.49%. The accuracy of the pro-
posed boosting technique is 95%, which will be achieved by a simple fit of &'

&(.*&
= 1.04. 

The error and RMSE criterions, which is one of the most important Factors in deter-
mining customer credibility, is compared with other methods. The table below shows 
the error rates and RMSE of the proposed method with other popular methods. 

Table 3.  Comparison of error rate and RMSE prediction of the proposed method  
with other methods (Error and RMSE Criterions) 

 Proposed Method KNN Naive Bayes Random Forest Linear Regression 
Error 5 6.31 10.45 9.97 11.31 
RMSE 0.198 0.248 0.301 0.298 0.315 

 
As shown in the above table, the total error of all methods expressed is 38.04%. 

Therefore, the average errors of the mentioned methods are 9.51%, which ultimately 
improves the error rate of the proposed method by 1.9 times compared to other methods 
on average. Finally, the proposed RMSE method improved by an average of 0.72% 
compared with other methods. 
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5 Conclusion 

By providing the proposed method on Ansar Bank data, each time a new case was 
run and predicted, the best response to the output was sent, and finally, the optimal 
response to high accuracy and the least error was witnessed. Therefore, after testing and 
producing a decision tree, the following rules can be used to determine which group of 
clients can be offered loans and which customers cannot provide loans. 

As it is seen from the rules generated by the proposed model, customers whose in-
come level (account balance) is more than 103.450.000 Rials is more than customers 
whose income level is less than 103.450.000 Rials. If the customers' income level is 
more than 103.450.000 Rials, their debt is checked. If the customer's debt is less than 
9.150.000 Rials, this customer is credible and can be assigned a loan or facility, and 
Otherwise, it is decided whether or not to be given a loan by checking the number of 
times a facility is being acquired. If the number of times a facility exceeds 2 times, that 
is, more than 2 times the loan has been settled, he will be assigned a loan and otherwise 
he will not be given a loan or facility. Now, if the customer has an income of less than 
100 million Rials, he will only be lent in case his lifetime is longer than 2 months; 
otherwise, no such loans will be offered to such customers. Therefore, according to the 
proposed model, the features that have the greatest impact on the provision of loans and 
facilities to the customer are features such as the amount of income, the duration of the 
customer's current stay and the level of education. 

According to the data used, the accuracy of the Boosting method is 95% and the 
error rate is 5%. The accuracy of the proposed method improved to 1.04% on average 
compared to other methods. The total errors of all methods expressed are 38.04%. 
Therefore, the average of the errors of the mentioned methods is 9.51%, which, finally, 
the error rate of the proposed method has improved on average by 1.9% compared to 
other methods and the proposed RMSE method improved by an average of 0.72% com-
pared with other methods. 

Some research suggestions for developing and presenting other ideas for current re-
search include: 

• Using other algorithms such as SVM, Random Forest and other algorithms to clas-
sify and compare with previous methods. 

• Using Bagging Techniques instead of Boosting Techniques and comparing the re-
sults with the findings in this research. 

• Using hierarchical clustering and improved k-means algorithm known as X-Means 
instead of the clustering algorithm used in this study and comparing the results with 
the findings in this research. 

• Use of feature selection techniques such as PSO, Genetic Algorithm and Bee to se-
lect optimal features and use its results in customer ratings with credit and vice versa. 

• Use of the proposed method in other applications such as financial institutions, pub-
lic and private agencies and other organizations and related organizations. 
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