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Abstract—Computer visions and its applications have become important in 
the contemporary life. Hence, researches on facial and object recognitions have 
become increasingly important both from academicians and practitioners. Smart 
gadgets such as smart phones are nowadays capable of high processing power, 
memory capacity, along with high resolutions camera. Furthermore, the connec-
tivity bandwidth and the speed of the interaction have significantly impacted the 
popularity of mobile object recognition’s applications. These developments in 
addition to computer vision’s algorithms advancement has transferred object’s 
recognitions from desktop environments to mobile world. The aim of this paper 
to reveal the efficiency and accuracy of the existing open source facial recogni-
tion algorithms in real-life setting. We use the following popular open source 
algorithms for efficiency evaluations: Eigenfaces, Fisherfaces, Local Binary 
Pattern Histogram, the deep convolutional neural network algorithm and Open-
Face. The evaluations of the test cases indicate that among the compared facial 
recognition algorithms the OpenFace algorithm has the highest accuracy to 
identify faces. The findings of this study help the practitioner on their decision 
of the algorithm selections and the academician on how to improve the accuracy 
of the current algorithms even further. 

Keywords—Facial Recognition Algorithms; OpenFace; Mobile Facial recogni-
tions. 

1 Introduction 

We deal with photos and images regularly through our smart phones. These devic-
es and images are seen and taken everywhere, e.g., in streets, in supermarkets, and in 
many other public locations. We use cameras for various purposes such as security 
[1], health [2] . In addition, athletics use cameras such as GoPro’s [3] for recording 
extreme sports and share the excitement with others either as live stream or offline. 
Furthermore, the use of camera has extended to the overcome some of the human 
constrain such as helping the color blind people [4]. In addition to the hand-held cam-
eras for offline and online detection ,e.g. [5], the usage of drone based cameras has 
increased [6]. Drones are used to take and compare images especially for areas that 
are not easy to explore. 
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The usage of cameras has also been increased through mobile applications for en-
tertainment such as Snapchat application [7]. Snapchat uses the computer vision algo-
rithm for entertainment in mobile phones. In Snapchat, user is able to detect face 
through camera and use effects to manipulate the face (e.g., extend and re-shape). 
Furthermore, social media applications such as Facebook uses object recognition 
widely in their platform [8] and in Instagram [9]. Facebook is able to detect faces on 
pictures and recognize individual persons which can be then automatically tagged 
[10]. Another well-known example is Google search engine; the engine is able to 
automatically detect the content of a picture and show related pictures without need 
for manual tagging. These applications are based on machine learning [11] and com-
puter vision algorithms (Rohrbach et al. 2016).  

Training an accurate image recognition models, such as those by Facebook and 
Google, requires large amounts of training data, which is one of the main reasons 
behind their success. These companies collect enormous amounts of data from their 
users [13]. However, the algorithms behind the models are typically publicly available 
and open-source. For example, Google has published their facial recognition model 
named FaceNet (Schroff et al., 2015) and Facebook published a model called Deep-
Face (Taigman et al., 2014). The traditional facial recognition algorithms use statisti-
cal approaches with manually engineered features and pre-defined patterns, while the 
recent state-of-art model apply deep neural networks [16]. What are the differences 
between these two and how accurate they are in detecting a face when compared to 
each other? In the first part of this study, we provide an overview of the logic behind 
different facial recognition algorithms. In the second part, the performance of the 
algorithms is tested through a case study. 

The aim of this paper is to test accuracies of different facial recognition algorithms 
in real-life setting. To ensure the reliability of the test, each algorithm is trained and 
tested with the identical data sets. The test results are compared and the algorithms are 
ranked accordingly allowing us to pinpoint the best ones.  

2 Related Research 

2.1 Computer vision and facial recognition 

The term Computer Vision (CV) refers as a field of research that aim to develop 
proper techniques to enable computer to see and process the content of images and 
videos. The computer vision is a part of Artificial Intelligent (AI). The objects detec-
tion in an image is the main task of the CV algorithm as what and where the objects 
are seen. Additionally, the CV algorithms must identify the properties of identified 
objects, for example whether it is a face, building, or a door. In most cases these iden-
tified images are stored and compared against new objects. Furthermore, the CV ena-
bles us to have multiple metrics on the selected objects. Therefore, the CV has been 
utilized in various sectors, such as in safety, health, security, entertainment, cars, 
robotics, and in sports.  
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Before trying to recognize a face from an image, it is essential to detect and extract 
the face region from the original image. Other elements in the image that are not part 
of a face can deteriorate the recognition process. Facial recognition includes multiple 
steps that are illustrated in Figure 1.  

 
Fig. 1. Facial Recognition process. 

Research on computer vision has a long history on object and facial recognition. 
The aim of the research has been to mimic how humans perceive and process the 
faces or objects [17]. There are many algorithms for facial detection with the most 
common being Haar-Cascade [18] and Histogram of Oriented Gradients (HOG) [19] 
classification methods. The Haar-Cascade classifier needs to be trained with a large 
number of pictures with and without faces. The classifier is based on detecting Haar-
like features which are rectangles split into two, three or four smaller rectangles with 
black or white pixels. Using these as feature extractors with a multi-stage weak classi-
fication process (cascading), one can build a high-accuracy face classifier. HOG is 
another approach for detecting faces and the one applied in this work. The HOG algo-
rithm begins with calculation of the gradient values in horizontal and vertical direc-
tions to detect edges. Next, the image is divided into small connected regions (cells), 
and for the pixels within each cell, a histogram of gradient directions is compiled. 
Finally, cells are grouped together into larger, spatially connected and overlapping 
blocks, e.g., 16x16 pixels, and the most frequent gradient direction in a block is kept. 
The resulting HOG descriptors may be then used to train a classifier, such as a Sup-
port Vector Machine, to detect faces.  

After detecting a face, image is then further preprocessed. This includes different 
adjustment and modifications of images, such as cropping and resizing to fit require-
ments of the facial recognition method that follows. Most of the algorithms for facial 
recognition require the same size for the entire training set. 

2.2 Defining facial recognition 

Facial Recognitions (FR) are often done in two ways: Verification and identifica-
tion. In verification, the system compares a given object with the existing stored ob-
jects. In identification, the system identifies the object and gives a rank of the match-
es. In both cases, the biggest challenge is teaching the machine to recognize faces. 
The FR technology implementation consist of several stages such as image acquisi-
tion, image processing, characteristic identifications, eye sockets, nose shape, tem-
plate creation, and template matching. Facial recognition algorithm often measures 
the distance between the eyes, width of the nose, depth of the eye socket, cheekbones, 
and chin. Traditional FR algorithms use statistical approach or search for patterns, 
while the more recent ones use deep neural networks. In the following these two ap-
proaches are discussed in more detail. 
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2.3 Facial recognition algorithms 

Popular methods using traditional machine learning include Eigenface [20], Fisher-
faces [21] and local binary patterns histogram algorithm [29]. Eigenface[20] is a 
method which perform the facial recognitions statistically by measuring variations of 
an extracted picture. The prediction of faces is based on the training set. The modified 
version of the Eigenface is called Fisherfaces [21]. While in the Eigenface we do not 
make a difference between two pictures from different classes during the training part, 
the Fisherfaces uses Linear Discriminant Analysis [22] method in order to make a 
difference between two pictures from a different class. In contrast to previous algo-
rithms, the Local Binary Histograms (LBPH) is not a holistic approach; LBPH is 
based on 3x3 block of pixels, where the center pixel is compared to its neighbors. The 
pixel which is smaller than middle, the value 0 will be added to the threshold square 
and otherwise 1.  

A Neural Network (NN) model [23] contains at minimum two layers of nodes; an 
input and output layer. The deep neural network [24], [25] is a neural network which 
has more than two hidden layers. The nodes (“neurons”) that combine response from 
earlier layers, apply nonlinear transformation (activation) and feed the result into the 
next layer. Convolutional Neural Network (CNN) is a special type of neural network 
that applies convolution operations to data [26]. In convolutional layer each pixel in 
the picture represent by a number between -1 (dark pixel) and 1 (bright pixel). After 
each convolutional layer, it is recommended to use activation function. An activation 
function is a nonlinear function with the goal to add nonlinear input-output mapping 
properties in the model. CNN architecture enables using 2D pictures an input data, 
which makes it well-suited for a facial recognition task. When the input of first layer 
is a picture of a face, the output of the last layer is the predicted class, i.e., a specific 
person. Here we applied OpenFace [27] face recognition library based on Google’s 
FaceNet (Schroff et al., 2015) CNN systems. The version of OpenFace facial recogni-
tion model used here was trained with 500K images. 

2.4 Application of facial recognitions 

Facial recognitions have become popular among all ages and sectors in society. We 
have seen facial recognition in entertainment and games (e.g., snapchat) [28], security 
(e.g., unlocking phone) [29] and privacy applications [30]. The facial recognition 
algorithms has been applied in various high-importance sectors, such as assisting the 
forensic investigation through the pattern recognitions [31]. Or in health sector facial 
recognitions in patient check-in process such as in schizophrenia and in bipolar [32]. 
The applications of facial recognition in the health sector have been increasing in a 
rapid pace for example assisting physician for diagnosis, managing pain, safety, and 
patient check-in process specially with the high-risk patient.  

There are however many ethical, legal, and security concerns to apply facial recog-
nitions in public sector. These include where to collect images, and how to save the 
images and manipulate images in secure ways. Therefore, encryption of the collected 
images has also become part of the some of the facial recognition’s algorithm. 
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3 Research Question and Methods 

3.1 Scope 

The facial recognition algorithms come in various architectures and flavors. We se-
lected algorithms to test using the following criteria: Most used algorithms in com-
mercial sector, the popularity of the algorithms and with open-source availability. We 
did a case study involving these algorithms, involving developing a test application 
and collecting a novel dataset. 

3.2 Research objective and question 

The main objective of this study to answer the following question: 
Which facial recognition algorithms or models are most accurate in recognition of 

the faces? 
To answer this, we performed a case study by developing a facial recognition ap-

plication and collected picture dataset. A script that uses OpenCV (https://opencv.org) 
and Dlib (http://dlib.net) libraries to perform facial recognition for our custom dataset.  

3.3 Test process 

The test process contained the following steps: 

• Capture and image acquisition: A sample image is captured by the test application 
• Extraction: The face is extracted from the sample image 
• Comparison and image processing: The sample is compared to stored samples 
• Collecting results, template creation and template matching: The test application 

returns the name of the person in image which is compared against the ground truth 
(match or no match) 

The pictures in the training set are faces with various emotional gestures. The test set 
consists of pictures from each subject that were not included in the training set. The 
same training and test sets are used for all algorithms. 

4 Case Study Design and Development 

4.1 Testing the algorithms  

All the pictures from the training data were taken with a Nikon D3100 digital cam-
era. After obtaining images, we ran HOG algorithm to locate faces in them. The 
landmark detector of the Dlib library was used to center the face into the picture based 
on the nose. For example, to the detects the landmarks on the faces we applied follow-
ing figure 2 open source code [33]. 
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Fig. 2. Sample of code for detecting landmarks on the face [33] 

The landmarks are then drawn on the picture and displays.  
The picture was also rotated to have the eyes on the same level. After that, the im-

ages were cropped based on the external landmarks of the faces and resized into 
96x96 pixels. Sample of the face detection and the landmark is presented in figure 3. 

 
Fig. 3. Sample of detected face. 

The algorithms used for the tests were Eigenfaces, Fisherfaces and local binary pat-
terns histograms, which were all available in OpenCV library (https://opencv.org). 
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Eigenfaces and Fisherfaces were used with Euclidean distance metric. For deep con-
volutional neural network we used OpenFace [34] model.  

Each algorithm had three categories of tests. The first category had 5 subjects with 
all pictures taken in the same environment and light conditions. The second category 
had 10 subjects and the third 15 subjects. Therefore, the corresponding chance levels 
of picking the correct person were 20%, 10% and 6.67% accordingly. The pictures in 
categories two and three were taken in different environments and with varying levels 
of luminosity. Each category was divided into three sets with either 10, 20 or 40 pic-
tures each. The pictures in the test set were taken at the same time as the ones used in 
training, thus the environment of the training and test sets were the same. Figure 3 
shows the summary of all tests. In addition, we took two additional pictures per sub-
ject. These pictures were taken in a completely different environment than the training 
data. This allowed us to test robustness of the face recognition algorithms in varying 
conditions. 

 
Fig. 4. All dataset sizes used in the testing. 

Figure 4 presents examples of the face detection and the landmark using the 
OpenCV and Dlib’s 68-point facial landmark. 

 
Fig. 5. Sample of detected faces by applying openCV and dlib algorithms  

with 68-point landmarks. 
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5 Results 

The comparison results of the algorithms’ test in same training and test environ-
ments are presented in Table 1. Here each row corresponds to an algorithm, with last 
being the random chance level. Each algorithm is tested with 5, 10 and 15 subjects 
(#categories) with varying number of training samples (10, 20 or 40). Testing set 
contained 5 samples from each person. Accuracy percentages were calculated by 
comparing the number of pictures that were correctly recognized compared to the 
total number of pictures tested (either 25, 50 or 75). 

Table 1.  Face identification results as percentages for training and testing data in same envi-
ronment. 5 pictures were tested per person. 

 5	subjects 10	subjects 15	subjects 
	 n=10 n=20 n=40 n=10 n=20 n=40 n=10 n=20 n=40 

Eigenfaces 92 100 100 96 100 100 96 99 100 
Fisherfaces 92 100 100 96 98 100 93 95 100 
LBPH 96 100 100 98 100 100 99 99 100 
OpenFace 100 100 100 100 100 100 100 100 100 
Random 20 20 20 10 10 10 6.7 6.7 6.7 

 
As expected, the accuracies increased as the number of training samples became 

higher. All algorithms were able to recognize pictures correctly with 40 training sam-
ples. With less samples, only OpenFace retained full 100% accuracy in all situations. 
With 5 subjects and 10 images per subject, Eigenfaces and Fisherfaces reached accu-
racy of 92%, which was the worst accuracy among all tested settings. In general, all 
algorithms performed well (over 90% accuracy) and far above random change level. 
With a perfect score, OpenFace was the best algorithm. Differences between the re-
maining three were small (within 4% margin). 

Next, we relaxed the requirement for testing data having the same environment as 
the training data. This requires a classifier to have higher tolerance against data varia-
bility (noise), resulting is notably harder task. Results for this second test type are in 
Table 2, again with 5 to 15 subjects and 10 to 40 training samples. 

Table 2.  Face identification results for training and testing data in different environment. 2 
pictures were tested per person. 

 5	subjects 10	subjects 15	subjects 
 n=10 n=20 n=40 n=10 n=20 n=40 n=10 n=20 n=40 

Eigenfaces 60 60 60 30 30 30 13 17 20 
Fisherfaces 70 50 50 10 25 20 17 17 13 
LBPH 30 40 40 15 30 30 13 23 23 
OpenFace 100 100 100 100 100 100 93 93 97 
Random 20 20 20 10 10 10 6.7 6.7 6.7 

 
The differences between algorithms became more evident. The mean accuracy over 

all algorithms dropped on average by 50.8% compared to the Table 1. While the drop 
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for classical (non-neural) methods was 67.1%, it was only 1.9% for the OpenFace, 
with only a minor reduction in performance. With 10 samples, LBPH had the worst 
performance (average accuracy 19.3%), Fisherfaces was third (32.3% accuracy) and 
Eigenfaces was second (34.3%). With 20 samples or more, differences between the 
non-neural methods decreased notably. 

Finally, in order to better evaluate whether algorithms were sensitive to the particu-
lar subjects, we recalculated the accuracies for the 5 subject that were present in all 
test sets. In other words, the despite the number of subjects in training data, test was 
only performed for those 5 subjects with total 10 samples (2 per subject). Results for 
this test are shown in Table 3. 

Table 3.  Face identification results (percentages) for training and testing data in different 
environment. 2 pictures were tested per person. Here only the data from 5 subjects, that 

were fixed, were used in testing phase (total 10 test images). 

 5	subjects 10	subjects	(5	tested) 15	subjects	(5	tested) 
 n=10 n=20 n=40 n=10 n=20 n=40 n=10 n=20 n=40 
Eigenfaces 60 60 60 40 40 40 20 20 20 
Fisherfaces 70 50 50 20 50 30 20 10 10 
LBPH 30 40 40 0 10 20 10 30 30 
OpenFace 100 100 100 100 100 100 80 80 90 
Random 20 20 20 10 10 10 6.7 6.7 6.7 

 
Now the differences between non-neural algorithms became somewhat more ap-

parent. Performance for LBPH dropped overall and even below the change level for 
10 subjects. Also, the performance of OpenFace dropped to 80% with 15 subjects. 
These results demonstrate that accuracy not only depends on number of training and 
testing samples, but also on the specific samples. Despite the slight drop in perfor-
mance, OpenFace was found highly robust to variance caused by samples size, envi-
ronment and selection of subjects. 

6 Discussion 

Facial recognition’s algorithms are being constantly developed with increasing ac-
curacy and reliability. The accuracy and reliability are extremely important in when 
the application deals with security and privacy [35]. The main objective of this study 
was to assess and evaluate the performance of the popular facial recognition’s algo-
rithms. The outcome of our study helps specially the practitioner for facial recogni-
tion’s algorithm selection for different contexts. 

In the first phase, we tested the performance of the algorithms such that training 
and test images came from the same environment. This is the traditional setting in 
machine learning. In this context, our results demonstrated that all algorithms per-
formed well and there were no notable differences between algorithms. In fact, all 
four algorithms resulted in perfect accuracy with n=40. Some differences arouse only 
with limited number of training samples (n=10), with OpenFace taking the lead 
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(100%) and LBPH coming in second (96-99%). Eigenfaces and Fisherfaces were tied 
at 92-96%. Our results were similar to those reported in literature: 94.4% for Eigen-
faces with dataset of 3040 images [36], 93% for Fisherfaces with 73 images [37], and 
93.1% for LBPH with 1280 images [38]. 

In the second phase, the environment between the train and test sets was different. 
In this context, its assumed that images are coming from environments and conditions 
not necessarily available during training. This is closer to the real-life usage of the 
system and requires robustness in noise tolerance from the algorithm. In this context 
the accuracy of all but OpenFace dropped dramatically, e.g., from 100% to 13-23% 
with 15 subjects and n=40. There was also lots of variability in accuracies, e.g., per-
formance decrease for FisherFaces with increased number of samples (n=40 vs. 
n=10), which further indicates poor generalization and noise tolerance of the algo-
rithm against environment mismatch. Only LBPH consistently improved when adding 
more samples. Apart from the clear winner (OpenFace), there was no clear runner-up. 
For limited samples (n=10), EigenFaces was better than FisherFaces and LBPH, while 
LBPH become better with more samples (n=40). High variability of FisherFace per-
formance could be problematic particularly in real-life applications. 

OpenFace based on deep neural networks shows to be by far the best algorithm in 
our experiments. This algorithm had perfect accuracy in the first phase and also in the 
second phase with 5 and 10 subjects. Some errors emerged only in the second phase 
with 15 subjects. Error was reduced with more training data. OpenFace was only 
lightly impacted by a change in the environment compare to the others. This is align 
also with the findings by Santoso and Kusuma [39]. 

Based on these results, we can conclude that using a convolutional neural network 
is more efficient for performing a facial recognition than statistical approaches or 
searching for patterns. CNN does not have a unique structure, but can be customized 
based on application. OpenFace can be optimized by changing hyperparameters and 
different combinations of hidden layers. Increasing the amount of data in the data set 
for extracting the features is also a way to potentially improve the results.  

7 Conclusion 

We tested three classical facial recognition algorithms, Fisherfaces, Eigenfaces, 
and Local Binary Pattern Histogram against deep neural network model OpenFace. 
The tests involved varying number of training samples and subjects with matched or 
mismatched environments between training and test data. The main objective of our 
study was to find differences of the algorithms in real-life environment with a practi-
cal setting. 

Our study reveals that OpenFace is the only algorithm robust against mismatched 
training and testing data, while there was a major drop in performance of classical 
algorithms. At the same time, OpenFace was able to work with only 10 training sam-
ples, while 20 or more was often required by the classical algorithms. These results 
demonstrate that models based on convolutional neural networks are superior in facial 
recognition task. 
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As a future work we plan to conduct a research on the emotion recognition through 
facial recognitions. Instead of differentiating persons, the aim is to recognize the emo-
tion of a person. The concept of class is also used, though instead of having a person 
representing a class it is a facial expression such as happy, sad, surprised, fear, anger 
or neutral. Fisherface or a convolutional neural network could be used for recognizing 
emotions due to their approach to cluster pictures. However, what accuracy can be 
expected for emotion recognition? Could Fisherface or OpenFace provide satisfying 
results? 
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