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Abstract—In this report, we perform the digital filter computation using 

Matlab for Wi-Fi tracking application. This work motivates to improve the accu-

racy of filter algorithm in the RSSI-based distance localization system. There are 

several aspects that we can improve, e.g., in the Filter part and Path-loss model. 

But, in this work, we focus on filter part; Unscented Kalman Filter (UKF) is im-

plemented to replace linear Kalman Filter (KF), which is used in previous work. 

Based on the performance comparison, UKF has 90% hit ratio while linear KF 

has only 81.15 % hit ratio. We found that UKF can handle the noise in RSSI. 

Further work, the UKF algorithm is then embedded on the server system. 

Keywords—Unscented Kalman Filter (UKF), RSSI-based Distance Localiza-

tion, Wi-Fi Tracking System. 

1 Introduction 

In [1], we have performed some experiment to observe whether the RSSI method is 

suitable for Wi-Fi tracker system or not. From the experiment results, we found out that 

we can collect the required information from a smartphone, that are Wi-Fi signal 

strength and MAC address. Whenever the smartphones turn on the Wi-Fi, they will 

broadcast the packet data request through Wi-Fi signal in which the packet contains 

some information like channel, protocol, MAC address data, etc. To use RSSI method 

in the Wi-Fi tracker system, we can sniff that packet and measure the corresponding 

RSSI on each node.  

In [1], there are several points that become consideration for further evaluation: 1) 

unstable value of RSSI; 2) interval-time which the packet data request is not constant 

broadcasted, it depends on the smartphone state; and 3) each smartphone emits different 

initial power. Those things become main concern whenever use RSSI method in Wi-Fi 
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tracker system. They keep changing dynamically because the present of noise. From 

the experiment, the distribution of RSSI value most likely to be Gaussian. We have 

performed KF to overcome noise in RSSI data that are scanned in sensor. However, the 

improvement of accuracy is required since Linear KF only reach about 80% hit ratio 

[2].  Hit ratio is a prediction result of the device location being less than 5 meters from 

the actual location, where the calculation is by dividing the number of results that are 

not error by the number of scans. 

We try to use Unscented Kalman Filter (UKF) as our filter. Recent works employed 

UKF for their systems such as F. Tian, et al. [3], Z.I. Ghodousi, et al., [4], H. Lu, et al., 

[5], S. Wang, et al., [6], J. Yan, et al., [7].  

For this work, the set of RSSI data are scanned in multiple sensors/nodes used the 

Non-Linier Least Square (NLS). This technique is RSSI range-based method in which 

it is applied to estimate the location of each devices. Based on literature review, includ-

ing Ref. [3-7], we found that the NLS + UKF technique for RSSI-based Wi-Fi tracking 

system applications (precise indoor Wi-Fi localization) has not been done by many re-

searchers. This paper is more emphasis on UKF computation in Matlab. 

2 Methods 

2.1 System block 

Fig 2 shows the whole architecture of proposed Wi-Fi tracker system, which is an 

application that allows us to track the smartphone’s location from its Wi-Fi signal. This 

application is used to analyze the distribution of the smartphones existed in a certain 

room/place. In this work, we divide the Wi-Fi Tracker system into two main parts: node 

system and server system. The node system is used as a sensor to scan the information 

that smartphone emits. The data is then sent to the server. Later, the server will perform 

some computation to predict the smartphone’s location according to the data collected 

from the node network. We also equip our system with a dashboard (web-based appli-

cation) to configure the algorithm as well as display the result. 

In previous work, we have performed three indoor localization algorithms: Intersec-

tion Density, Non-Least Square (NLS), and Kalman Filter (KF). However, we obtained 

low-accuracy in detecting the smartphone’s position. To improve the accuracy result, 

we try to use the UKF instead of KF. Further, the computation results of UKF in Matlab 

then implemented on the server system through Phyton programming. 
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Fig. 1. Proposed Wi-Fi tracker system, we need minimum three nodes in order to set the indoor 

localization environment 

2.2 UKF model 

To define UKF, we fist introduce the general KF expression. The general KF prob-

lem is stated as Eq. 1 and Eq. 2, where 𝑋  is the state vector system, 𝑓(. ) is transition 

function, 𝑍 is measurement vector, ℎ(. ) is measurement function, 𝑤  is process noise, 

and 𝑣 is measured noise. Both 𝑤 and 𝑣 are zero-mean Gaussian distribution with co-

variance Q and R, respectively. 

 𝑋𝑘+1 = 𝑓(𝑋𝑘) +  𝑤𝑘  (1) 

 𝑍𝑘 = ℎ(𝑋𝑘) +  𝑣𝑘 (2) 

There are several types of KF, i.e.,1) Linear KF in which both 𝑓(. ) and ℎ(. ) are lin-

ear functions; 2) Extended Kalman Filter (EKF) in which transition 𝑓(. ) and ℎ(. ) are 

nonlinear functions. The EKF linearizes those function using the Jacobian Matrix. And 

3) Unscented Kalman Filter (UKF). Instead of linearizing the transition and measure-

ment function, this method uses sigma-point from the dynamics system, then projects 

the points into the nonlinear function, later tries to estimate the best fit distribution from 

the projection result. 

If we compare three methods above, the UKF algorithm is the most suitable for our 

application, where transition function is associated with the smartphone’s orientation, 

smartphone movement, state of smartphone, path loss, and so on, while the measure-

ment function is related to the noise that comes from the node, in which both of them 

are most likely to be nonlinear functions. The EKF has higher computational complex-

ity due to the calculation of the Jacobian Matrix each time step. In this work, we still 

use KF as our filter. On the other hand, we have proven that linear KF still has a low 

accuracy, as reported in [2]. We will try to implement UKF as a filter.  

After KF has introduced above, then we include the movement influence on the value 

of the RSSI that is scanned in the node. We change our state vector into Eq. 3 
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 𝑋 =  [

𝑅𝑆𝑆𝑖(𝑡)
𝑣(𝑡)

𝑃𝑖𝑛𝑖𝑡(𝑡)
] (3) 

From the state, we also estimate the initial power that is emitted by devices 

(smartphones). From the previous work [1], we understood that each smartphone has a 

different initial power. We include this parameter because we want to have a better 

estimation of the velocity influence in the RSSI value.  We conclude like this based on 

the derivation as follows: 

We take the derivative from the path loss model as Eq. 4, 

 
𝑑𝑃

𝑑𝑡
=  

𝑑

𝑑𝑡
(𝑃(𝑑0) − 10 𝛼 𝑙𝑜𝑔

𝑑

𝑑0
) (4) 

Afterward, we get the rate change on RSSI as Eq. 5. The distance (𝑑) depends on the 

initial power that transmitted by the smartphone as Eq. 6, 

 
𝑑𝑃

𝑑𝑡
=  −

10 𝛼

𝑑
 𝑣 (5) 

 𝑑 = 10
(𝑅𝑆𝑆𝑖−𝑃𝑖𝑛𝑖𝑡)

10𝛼  (6) 

Then, by assuming that the velocity and initial power are constant, we get transition 

model as Eq. 7, 

𝑅𝑆𝑆𝐼 (𝑡 + 1) = 𝑅𝑆𝑆𝐼(𝑡) − 10𝛼 ∗ 𝑣(𝑡) ∗   10
(𝑃𝑖𝑛𝑖𝑡(𝑡)−𝑅𝑆𝑆𝑖(𝑡))

10𝛼 ∗  ∆𝑡 

 𝑣 (𝑡 + 1) = 𝑣 (𝑡)  

 𝑃𝑖𝑛𝑖𝑡 (𝑡 + 1) = 𝑃𝑖𝑛𝑖𝑡(𝑡) (7) 

For the measurement vector, we used the same as before, as expressed in Eq. 8. The 

measurement noise model is expressed as Eq. 9, and the process noise model is formu-

lated as Eq. 10, 

 𝑍 = [ 𝑅𝑆𝑆𝐼 ] (8) 

 𝑅 =  [(
3.0∗𝑅𝑆𝑆𝐼 + 340

70
)2] (9) 

 𝑄 =  𝜎2 [
∆𝑡3/3 ∆𝑡2/2 0

∆𝑡2/2 ∆𝑡 0
0 0 1

] (10) 

2.3 UKF calculation step 

After the UKF has been modeled well, afterward, we elaborate on the calculation of 

the UKF algorithm in which it will be computed in Matlab. There are two steps, two 

steps as follows: 
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Prediction step 

1. Calculate sigma point and weight 

The first step in UKF is sigma points calculation referred from the previous predic-

tion. Sigma points are sampling from distribution. The set of sigma points are deter-

ministically chosen so that the mean and covariance of these points match the previous 

distribution points. We also calculate the weight for each sigma point. Weight deter-

mines how we choose the sampling in the distribution. There are two weight vectors: 

mean weight (𝑊𝑚), covariance weight (𝑊𝑐), as expressed by Eq. 11 and Eq. 12, re-

spectively. Later, the rule is seen in Eq. 13, 

 𝑊0
𝑚 =

𝜆

𝑛+𝜆
 (11) 

 𝑊0
𝑐 =

𝜆

𝑛+𝜆
+ 1 −  𝛼2 +  𝛽 (12) 

 𝑊𝑖
𝑚, 𝑊𝑖

𝑐  =
1

2(𝑛+𝜆)
  , 𝑖 = 1, 2, … , 2𝑛 (13) 

 𝜆 =  𝛼2 (𝑛 + 𝑘) −  𝑛 (14) 

Where 𝑛 is the state vector dimension (𝑛 =3) and, 𝑘, 𝛼, 𝛽, and 𝜆 (Eq. 14) are the pa-

rameters that determine the sampling distribution, larger 𝛼 means the wider spread on 

distribution (with a note: 0 ≤ 𝛼 ≤ 1), and 𝛽 = 2 is right choice for the Gaussian prob-

lem.  

Then, the sigma point is chosen as Eq. 15 for  𝑥0  and Eq. 16 for 𝑥1 , where 𝜇 and  

∑ is mean and covariance from the previous prediction. We scale the previous covari-

ance matrix by (𝑛 + 𝜆), then take the square root of it. Then adding and subtracting 

from mean to ensure symmetry sampling. To calculate square the root matrix, we used 

the Cholesky decomposition. 

 𝜒0 =  𝜇 (15) 

 

𝜒𝑖 = {
𝜇 +  [√(𝑛 + 𝜆)∑]

𝑖
  ,   𝑓𝑜𝑟 𝑖 = 1, 2, … , 𝑛

          𝜇 − [√(𝑛 + 𝜆)∑]
𝑖−𝑛

 ,   𝑓𝑜𝑟 𝑖 = 𝑛 + 1, … , 2𝑛
 (16) 

2. Using unscented transform from the set of sigma-points 

After we get sigma-point from the previous value, then pass the value through the 

transition function/model, which is a nonlinear function. Then from the set of the trans-

formed value, we find the best fit distribution that matches the previous distribution by 

calculating its mean and covariance value using weight value. The unscented transform 

is defined by Eq. 17 and Eq. 18.  Then, the predicted mean can be calculated using Eq. 

19, while the predicted covariance can be calculated using Eq. 20. Both Eq. 19 and Eq. 

20 are transition state. 

 𝓎𝑖 = 𝑓(𝜒𝑖)  (17) 
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 𝑧𝑖 = ℎ(𝜒𝑖)  (18) 

 �̅� =  ∑ 𝑊𝑖
𝑚 𝓎𝑖

2𝑛
𝑖=0  (19) 

 𝑃𝑦𝑦 =  ∑ 𝑊𝑖
𝑐( �̅� − 𝓎𝑖)

2𝑛
𝑖=0 ( �̅� − 𝓎𝑖)

𝑇 + 𝑄 (20) 

Steps I and II are equivalent with prediction step of Linear KF as in [2]. The next 

step is correction, to correct to predicted value based on the measurement we have. 

Correction step 

1. Using measurement model 

After the prediction step, we continue the calculation by defining the correction step 

in the UKF. The parameter used in our measurement model is only RSSI value because 

our sensor in the node system will be designed to read only the RSSI. We get this value 

from the first element of unscented transform 𝓎𝑖 as Eq. 21. Then we calculate the mean 

and covariance for our measurement model as shown in Eq. 22 and Eq. 23, respectively. 

 𝓏𝑖 =  𝓎𝑖  |1 (21) 

 𝑧̅ =  ∑ 𝑊𝑖
𝑚 𝓏𝑖

2𝑛
𝑖=0  (22) 

 𝑃𝑧𝑧 =  ∑ 𝑊𝑖
𝑐( 𝑧̅ − 𝓏𝑖)

2𝑛
𝑖=0 (𝑧̅ − 𝓏𝑖  )𝑇 + 𝑅 (23) 

2. Compute Kalman gain 

To compute Kalman gain, we compute cross covariance between predicted value 

and measurement using Eq. 24, and then we get Kalman gain as expressed in Eq. 25, 

 𝑃𝑦𝑧 =  ∑ 𝑊𝑖
𝑐( �̅� − 𝓎𝑖)

2𝑛
𝑖=0 (𝑧̅ − 𝓏𝑖  )𝑇  (24) 

 𝐾 = 𝑃𝑦𝑧 ∗ 𝑃𝑧𝑧
−1 (25) 

3. Final Correction step 

To correct the predicted value, we first compute the residual between measurement 

result (𝑍𝑘) -in this case, the RSSI values that are scanned in node- with predicted value 

using Eq. 26. Then we correct our prediction using Eq. 27 and then Eq. 28. The value 

of 𝑋𝑘+1 and 𝑃𝑘+1 is then stored and used in the next prediction. 

 𝑅𝑒𝑠 = 𝑍𝑘 − 𝑧̅ (26) 

 𝑋𝑘+1 =  �̅� + 𝐾 ∗ 𝑅𝑒𝑠 (27) 

 𝑃𝑘+1 =  𝑃𝑦𝑦 − 𝐾 ∗ 𝑃𝑧𝑧 ∗ 𝐾−1 (28) 
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3 Results and Analysis 

3.1 RSSI analysis 

We have implemented UKF on Matlab and also carried out some simulation with 

several data. The RSSI data in this simulation is obtained from the smartphone that is 

placed in fix location (No movement), in which the method to get RSSI data is presented 

in [1]. Although the smartphone is in steady condition, the RSSI value that are scanned 

in the node keeps changing with high variance. This is the major problem of using 

RSSI-based localization method. Moreover, it will make the localization has lower 

accuracy. To overcome this problem, UKF is used to reduce the high variance on RSSI 

value.  

Fig. 7 shows that UKF give better value on RSSI. It can reduce the noise and 

variance. We got RSSI value from steady smartphones which are placed in 10 meters 

distance from the node system.  

 

Fig. 2. Performance of UKF compared to Linear KF, the UKF can filter  

a high variance on RSSI 

3.2 Estimation experiment using UKF 

As introduced in the research background part, we designed the UKF to handle the 

movement influence to the estimated RSSI value. From the previous work [2], when 

the linear KF is at convergence state, it will handle the movement poorly (slow re-

sponse). In this UKF simulation, we placed the smartphone on “point A” then move it 

to “point B”. Afterward, we estimated the location using UKF and the algorithm. The 

result is depicted in Fig. 8. In this experiment, the data is required to move from the 
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point A to B. Then we estimated the location using our algorithm. From this experiment, 

the algorithm needs around 30 – 40 sampling data to move from point A to B. 

If we used linear KF as filter in the Wi-Fi tracker system, once it reached the con-

vergence value, it required higher sampling data. Therefore, UKF has faster response 

than KF. 

 

Fig. 3. UKF experiment on Matlab 

4 Conclusion 

Through literature studies, we define the algorithm that can be selected in our system 

further. We have two candidates, i.e., UKF and EKF, except Linear KF due to the per-

formance is still low-accuracy as proven in [2]. In this work, we selected UKF instead 

of EKF with the consideration of low-computation aspect. In UKF, the nonlinearity on 

𝑓(. )  and ℎ(. ) are estimated using stochastic linearization that is simpler than EKF (us-

ing the Jacobian Matrix calculation). 

The UKF computation in Matlab has been performed well. The UKF is able to re-

duce high variance on RSSI value. According to the results, the localization algorithm 

using UKF can be functioned to determine the devices location accurately (reach 90%) 

compared to previous work [2], i.e., Intersection Density, NLS, and Linear KF. In con-

clusion, UKF is the most optimum algorithm which can be applied in our Wi-Fi tracker 

system. Further we will provide/realize the server system embedded with UKF and 

node system.  

A 
B 
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