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Abstract
Damaged image inpainting is one of the hottest research fields in computer image processing.

In view of the problem that existing image inpainting methods lead to an increase in network
model parameters and unstable training processes due to the deepening of network layers and the
direct connection between layers, as well as the problem that the edge features of damaged areas
are discontinuous and the details are blurred in the image inpainting results, a novel generative
image inpainting model with dense gated convolutional network(DGCN) by modifying the gated
convolutional network structure is proposed in this paper. First, holistically-nested edge detector
(HED) is utilized to predict the edge information of the missing areas to assist the subsequent
inpainting task to reduce the generation of blur and artifacts. Then, dense connections and indirect
connections are added to the generative network to reduce the network parameters while reducing
the risk of instability in the training process. Finally, experimental results on the CelebA and
Places2 datasets show that the proposed model achieves better inpainting results in terms of PSNR,
SSIM and visual effects compared with other classical image inpainting models.

Keywords: Densely connected convolutional networks; gated convolution; image inpainting;
generative adversarial networks.
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1 Introduction
Image inpainting, also called image completion or hole filling, is used to complete or restore pixel

information of missing areas in the image. Its goal is to achieve semantic correctness and visual
integrity, that is, correct global semantic structure and fine texture. Image inpainting technology can
be used to recover the missing information of images or videos, and the inpainting results can also
assist other image processing for subsequent operations. Currently, an increasing number of pictures
and videos are captured by cameras. However, the information captured by the camera may be lost
due to some factors, such as image damage or blurring, and the use of such images in other visual
tasks may lead to some problems. Therefore, sometimes it is necessary to preprocess the acquired
images, such as inpainting or completing the missing part of the image or deblurring it.

In the field of image inpainting, there are two main types of inpainting methods, traditional
methods based on texture or diffusion and methods based on deep learning. Traditional methods based
on texture or diffusion are also known as nondepth learning methods. For example, the nonparametric
sampling and texture optimization was proposed for texture synthesis by A. A. Efros [1] and Kwatra,
V. et al. [2]. Ding, Sundaresh et al. used nonlocal texture matching and nonlinear filtering for image
inpainting [3]. Erkan U, Enginoglu S et al. introduced the similarity of pixel values as prior knowledge
[4]. Wang et al. improved the priority function and proposed an exemplar-based image inpainting
method using structure-consistent patch matching [5]. Song Y., Yang, C. et al. proposed using context
information for image inpainting [6]. These methods can better use the texture information, and the
processing speed of the image is also fast, but these traditional methods will produce artifacts or not
ideal results for large damaged images. Traditional methods only use shallow feature information, but
there is more contextual information and deep features in the image.

The other type of image inpainting method is based on deep learning. With the rapid development
of artificial intelligence and computers, deep learning has been applied to various fields, such as
text detection [7], image detection [8], image classification [9][10], stock price prediction [11][12], and
machine translation [13]. To extract more feature information from images, deep learning began to be
combined with image inpainting. During this period, an increasing number of network architectures
based on deep learning were proposed and achieved certain results. Among the proposed deep learning
inpainting algorithms, the architecture of generative adversarial networks (GAN) is widely used for
image inpainting. GAN is composed of a generator and discriminator [14], and the inpainting effect of
the generator is improved through a game between them. At present, many image inpainting networks
based on GAN have been proposed, such as context encoders [15] or multi-column convolutional neural
networks [16]. However, most of the previous algorithms are based on regularly damaged areas for
inpainting. The inpainting of irregular holes is still difficult. Guilin Liu et al. proposed partial
convolution for the inpainting of images with irregular holes and made better use of the effective pixels
in the images [17]. Yu, J. et al. proposed a gated convolutional network, which can dynamically learn
the features in the image and inpaint the images with a free-form mask [18]. This method improves
the inpainting result and increases the interaction between humans and computers, that is, inpainting
in the form of a human-guided mask, which is more closely combined with practice. These methods
directly inpaint the damaged area of images according to the extracted feature information. The
inpainting effect is good for damaged images with simple texture structures, but it is not satisfactory
for details with large damaged areas or more complex images. Artifact and blur will appear at
the damaged edge of the image. To solve this problem, an edge detector is introduced into the image
inpainting network to extract edge information, which is used as prior knowledge for image inpainting.
The goal of edge detection is to extract object boundaries and perceive significant edges from natural
images. These edges retain the key points of the image and ignore unexpected details [19]. At present,
many edge detection algorithms have been proposed, including the traditional Canny detector [20] and
those based on the depth convolutional neural network, such as BDCN [19], RCF [21], and holistically-
nested edge detection (HED) [22]. For example, M. Arimoto, J. Hara and H. Watanabe used DexiNed
[23] to extract edge information and considered the edge connectivity of defects in image inpainting
[24]. E2I [25] inpaints the edge information extracted by HED, and then inpaints the damaged area
on this basis. To continue to optimize the problem of blurred damaged edges, the prior knowledge
of variants is used for image inpainting. Chen et al. [26] proposed a semantic prior-driven fused



https://doi.org/10.15837/ijccc.2023.2.5088 3

contextual transformation network for image inpainting and used the semantic prior generator to map
the semantic features of ground truth images and the low-level features of broken images to semantic
priors. Li et al. [27] proposed a fine inpainting method for incomplete images based on features fusion
and two-steps inpainting. Dynamic memory networks (DMN+) are used to fuse the external features
and internal features of the incomplete image to generate the incomplete image optimization map.
Multi-stage image inpainting network is a research direction at present, which will obtain a better
inpainting effect, but the parameters of the network model and the memory of the computer will be
greatly improved, which will make the training of the network model more difficult.

To simplify the model, these methods [15][16][17][18] use direct connections between convolution
layers. This connection mode will increase the risk of gradient disappearance or overfitting during
training. In view of the problems caused by direct connections, He Kaiming et al. proposed a
deep residual network (ResNet) and used a special jump connection method to reduce the problem
of network gradient disappearance [28], but this method produces a large number of parameters.
To extract deeper feature information and improve the effect of inpainting, the depth of the image
inpainting model is often deepened. This will bring a huge number of parameters, make model training
difficult, and at the same time, the risk of overfitting and gradient disappearance will also increase.
Dense connection [29] was proposed to reduce the number of parameters and calculation cost by
Huang, G. and Liu, Z. et al.. Pleiss, G. et al. proposed a more efficient dense network to further
reduce network memory [30].

In this paper, we propose a novel generative image inpainting model with dense gated convolutional
network (DGCN) by modifying the gated convolutional network structure [18]. First, the HED edge
detector is introduced to predict the edge information of the missing area to assist the subsequent
inpainting task to reduce the generation of artifacts. Then, dense connections and indirect connections
are added to the image inpainting network to reduce the risk of instability in the training process while
reducing network parameters. Finally, the DGCN model is trained on the CelebA and Places2 datasets
and compared with several typical image inpainting networks,such as Contextual Attention (CA) [31],
Globally and Locally Consistent Image Completion (GLCIC) [32], EdgeConnect (EC) [33] and original
gated convolution (GC) [18]. After testing, the objective evaluation indices and visual effect of the
DGCN are all improved when inpainting damaged images. The main contributions of this paper can
be summarized as follows:

(1) Dense gated convolutional network (DGCN) is proposed, in which dense connections and
indirect connections are used between layers to replace the original direct connections. DGCN can
reduce the risk of instability in the training process while reducing network parameters.

(2) HED edge detector is introduced in the DGCN preprocessing stage to predict the edge infor-
mation of the missing area to assist the subsequent inpainting task. The extracted edge information
is used as the prior knowledge of image inpainting, which can optimize the inpainting effect.

(3) Compared with several typical image inpainting algorithms, the inpainting results and visual
effects of our proposed model on the CelebA and Places2 datasets have been improved. Compared
with the gated convolutional network, the DGCN improves the PSNR and SSIM by 10.16% and 1.09%,
respectively, and optimizes the structural texture details of the inpainted area.

2 Related Works
To improve the inpainting effect of the network and reduce the risk of overfitting or gradient

disappearance that may occur in the training process of the gated convolutional network or most
other image inpainting networks, the architecture of the gated convolutional network is modified in
this paper. Dense connections and indirect connections are introduced into the inpainting network to
replace the traditional direct connection mode. Dense connection mode not only solves the problem
of unstable training, but also reduces the network parameters. The principles of gated convolution
and dense connection are analyzed in detail in 2.1 and 2.2.
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2.1 Gated Convolution

Gated convolution is a special partial convolution [17] proposed by Jiahui Yu et al.[18]. It can
show different sensitivities to different feature information in images. Prior to this, many methods have
been proposed for regular hole filling, such as Wang, Y. et al.’ s multi-branch convolution [16], which
introduced a three-branch structure network to inpaint images containing regular masks (damaged
area). However, with the development of images, an increasing number of images with irregularly
damaged areas need to be inpainted, and it is still difficult to inpaint irregularly damaged areas. At
the same time, there is much feature information on the edges of damaged areas, so how to properly
handle the edge information of irregular holes is also a difficult problem. In previous models [15][16],
ordinary convolution is used to extract feature information. Traditional ordinary convolution regards
valid and invalid feature information with the same weight. As a result, invalid information will affect
the inpainting effect.

Partial convolution is proposed to solve the problem that traditional ordinary convolution cannot
make full use of invalid and valid features inside and outside the mask (damaged area). Valid elements
(unmasked pixels) and missing pixels (masked pixels) are processed in different ways. The convolution
layers of partial convolution only convolve and normalize the valid pixels that meet the conditions and
then automatically update the mask according to the mask updating rules until all values in the mask
are 1. The specific principle of partial convolution is as follows.

For hole filling, the input of each layer is composed of valid pixels or features outside holes and
invalid ones in masked regions. According to this principle, partial convolution treats the valid pixels
as 1 and the invalid pixels as 0. The output value of partial convolution layers can be calculated by
Formula (1):

x′ =
{

WT (X ⊙ M) sum(1)
sum(M) + b ifsum(M) > 0

0 otherwise
(1)

where W is the convolution operation of the convolution filter and b is the corresponding bias.
X is the characteristic value or pixel value of the current convolution (sliding window), and M is the
corresponding binary mask. ⊙ represents the multiplication of corresponding position elements, and
1 is the total 1 tensor with the same shape as M. According to Formula (1), the output value only
depends on the unmasked input. The scale factor sum (1)/sum (M) takes an appropriate range to
adjust the variation of the valid (unmasked) input. After the partial convolution process, the mask is
updated as shown in Formula (2):

m′ =
{

1 ifsum(M) > 0
0 otherwise

(2)

According to Formula (2), the updating rule of the mask is as follows. If at least one valid input
value is output in the convolution process, the position is marked as valid.

However, if we simply regard all position information as valid pixels and invalid pixels (i.e., 0 and
1, respectively), we will ignore much image information, such as edge information. Moreover, if it is
extended to user-guided image inpainting, that is, the user provides sparse sketches in the masked
area, it is difficult to determine these pixel positions as valid or invalid.

Yu, Jiahui et al. proposed a dynamic updating mechanism for gated convolution [18], which
can automatically learn the mask, and the mask may have different values according to whether
the current position in the input image is masked, even in the deep layers. As a dynamic learning
version of the partial convolution kernel, gated convolution can process images containing user directed
masks differently. For gated convolution, there are not only 0 and 1 (valid pixels and invalid pixels,
respectively) but also 0-1 range values as weights to better handle the impact of different masks on
image information.

The output calculation of gated convolution is shown in Formula (3):

Gatingy,x = ∑ ∑
Wg · I

Featurey,x = ∑ ∑
Wf · I

Oy,x = ∅ ( Featurey,x) ⊙ σ (Gatingy,x)
(3)
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In Formula (3), the output value of gated convolution is multiplied by the output value of two
standard convolution layers element by element, where σ is a sigmoid function, so the gated output
value is between 0 and 1. ∅ can be any active function (such as ReLU [34], ELU and LeakyReLU).Wg

and Wf are two different convolution filters. Gated convolution learns the dynamic feature selection
mechanism of each channel and each spatial position. In this way, different pixel information in
different input images can be automatically learned, and the weights of different pixel masks are no
longer 0 and 1, but values in the range of 0 to 1. The specific updating rules of partial convolution and
gated convolution are shown in Figure 1. In Figure 1(left), the mask is updated based on the rules.
If the area covered by the convolution kernel has any useful pixels during the convolution process,
the location mark of the area after the convolution operation is useful, that is, the area mask is 1, as
shown in Formula (2). Figure 1(right) shows the updating mechanism of gated convolution. Sigmoid
is used as the soft gating switch to weight the output of the current convolution layer by 0-1 before it
is input to the next convolution layer, so that the convolution kernel can better learn the useful pixels
in the feature information.

Figure 1: Update rules of partial convolution (left) and gated convolution (right).

2.2 Dense Connection

The direct connection method [15][16][17][18] is usually used between the layers of most image
inpainting network convolution layers, which can simplify the network structure and facilitate the
construction of the network model. However, with the development of artificial intelligence, to obtain
more image feature information, the layers of the network are often deepened because of the deeper
the layers of the network, the stronger the network learning ability. However, with the deepening
of the number of network layers, the network parameters begin to increase by huge multiples. The
increase in network parameters often leads to an increase in computer memory and network training
time, and may also increase the risk of network overfitting or gradient disappearance.

To solve the above problems caused by the increase in parameters due to the increase in network
layers, He Kaiming et al. [28] proposed a deep residual learning network (ResNet) for image inpainting
and made great progress. The core of the ResNet model is to establish a jump connection between
the previous layer and the next layer, which is conducive to the back-propagation of the gradient in
the training process, to train a deeper network. The principle of jump connection is shown in Figure
2. Jump connection adds the features of the previous layer directly to the next layer, which makes the
network easy to optimize and can improve the accuracy rate by increasing a considerable depth while
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reducing the loss of feature information in the transmission process. The advantage of this method
is that it can reduce the possibility of network degradation and alleviate the problem of gradient
disappearance caused by the increase in network depth in deep neural networks.

Huang, G. et al. [29] proposed a new network called the Densely Connected Convolutional Network
(DenseNet). The dense connection structure used in this network can further reduce the risk of gradient
disappearance during network training. A short connection is established between the upper layer and
the lower layer. On the premise of ensuring the maximum information transmission between network
layers, all layers are directly connected so that the input of the lower layer contains all the outputs
of the previous layers. At the same time, the parameter K is set to make the output of each dense
block a fixed value. The result is that although the network occupies a large amount of computer
memory, the network parameters are greatly reduced compared with ResNet. DenseNet establishes a
close connection between all the front and back layers. Another characteristic is that feature reuse is
accomplished through feature connection on the channel. These features enable DenseNet to achieve
better performance than ResNet with fewer parameters and computing costs.

In the convolution process, the output of layer L of the traditional convolution network is shown
in Formula (4):

xl = Hl(xl−1) (4)
For ResNet, the output of layer L is shown in Formula (5):

xl = Hl(xl−1) + xl−1 (5)

For Densenet, the output of layer L is shown in Formula (6):

xl = Hl ([x0, x1, . . . , xl−1]) (6)

where Hl() represents a combined operation, which may include a series of batch normalization
[36], ReLU, pooling and convolution operations.

In the convolution process, the output of the lower layer of the traditional convolution network
is only related to the upper layer, and the output information of the lower layer connected by the
residuals in Formula (5) is not only related to the feature information extracted by the convolution
operation of the upper layer, but also includes the features of the upper layer. For dense connections
as shown in Formula (6), the output of layer L in the dense network is related to the output of all
previous layers, and the number of output channels of each dense layer is K, which can greatly reduce
the number of parameters of the network model. Jump connection mechanism and dense connection
mechanism are shown in Figure 2.

Figure 2: The top is the short connection mechanism of ResNet, where + represents the element-level
addition operation; the bottom is the dense connection mechanism of DenseNet, where the arrow
represents the channel-level connection operation.

The advantages of this special connection structure of DenseNet are as follows:
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(1) It can make the transmission of features and gradients more effective, and the network is easier
to train.

(2) It strengthens the transmission of features and makes more effective use of features.
(3) Due to the existence of the parameter K, the number of parameters is reduced to a certain

extent.

3 The Proposed Method
Gated convolution can achieve a good inpainting effect in tests, but the convolution layers are

directly connected between layers, which will increase the parameters of the model and increase the
risk of overfitting or gradient disappearance in the training process. At the same time, the inpainting
of damaged areas will cause artifacts and other problems. To solve these shortcomings or problems,
based on the gated convolution network architecture, in this paper, dense connections and indirect
connections are used to replace the direct connections between layers, and holistically-nested edge
detector (HED) is introduced to extract the edges of damaged images for subsequent image inpainting.
The modified model is called the dense gated convolutional network (DGCN). Section 3.1 mainly
introduces the architecture of the modified generative image inpainting network model, Section3.2
shows the process of image inpainting, Section 3.3 introduces the application details of introducing
the HED edge detector, and Section 3.4 introduces the structure of the core dense layer and dense
blocks of the DGCN, as well as the details of the interlayer indirect connection.

3.1 Dense gated convolution network architecture

The complete model architecture of the dense gated convolutional network (DGCN) for image
inpainting proposed in this paper is shown in Figure 3.

Figure 3: Inpainting Network Architecture of DGCN

DGCN is a multipart image inpainting network architecture based on GAN. The complete model
consists of three parts: preprocessing module, generator and discriminator. The preprocessing module
is mainly composed of an HED edge detector to extract the edge of the damaged image region. The
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generator is composed of a coarse generation network and a refined network. The coarse generation
network is used to generate the general information of the damaged area, and the refined network
focuses on rebuilding the detailed texture. The discriminator is mainly responsible for judging whether
the image inpainted by the generator is consistent with the image in the training sets. Consistency
is true, and inconsistency is false. The discriminator and generator play each other to improve the
inpainting performance of the generator.

In the model architecture shown in Figure 3, this paper modifies the preprocessing stage and
generation part of the model based on the original gated convolution network model. In the input
stage of images, to reduce the artifacts or edge blurring caused by direct inpainting of damaged areas,
the pretrained HED edge detector is introduced for edge extraction, and the extracted image edge
information is used as prior knowledge for subsequent or downstream image inpainting. In stage I of
the coarse network, in order to reduce the parameters of the network and the risk of overfitting or
gradient disappearance in the process of network training, the dense connection is introduced, which
not only reduces the number of parameters of the network but also realizes the reuse of features.
Meanwhile, the sequence of the network layers is adjusted.

In Figure 3, stage I mainly consists of subsampled, dilated convolution, multiple dense blocks, and
upsampling. The upsampling and subsampled are mainly used for the extraction and inpainting of
feature information in images to facilitate the operation of the next layer. The dilated convolution
with different dilated ratios is used for the extraction of features at different locations. The dilated
ratios here are set to 2, 4, 8, and 16 to provide different receptive fields for the extraction of local
and global information. Among them, dense blocks can extract more feature information of damaged
images while greatly reducing the number of network parameters and feature reuse.

3.2 Image inpainting process

A schematic diagram of the inpainting process of damaged images is shown in Figure 4.

Figure 4: Schematic diagram of the damaged image inpainting process

As an input, the damaged image can be represented as: xDi. First, the edge feature is extracted
through the HED edge detector as shown in Formula (7):

xedge = H (xDi) (7)

where H() means that the HED edge detector extracts edge information xedge from the damaged
image xDi. Then the original damaged image xDi, mask xmask and extracted edge information xedge
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are input into the generation network for image inpainting as shown in Formula (8):

xin = xDi + xmask + xedge (8)

In the generation network part, the input image xin is first coarsely generated in stage I to inpaint
the damaged area over a large range. Then, the stage II refinement generation network is used to
inpaint the texture and edge details of the damaged area. The inpainting process can be expressed as
Formula (9).

xout = Grefine [Gcoarse (xin)] (9)

As shown in Formula (9), the input image xin is first coarsely generated using Gcoarse() and then
refined using Grefine() to obtain the inpainting result xout.

In the discriminator part, the image xout inpainted by the generator is taken as the input, and
the discriminator needs to judge whether the image is consistent with the image in the training
sets. If the discriminator output is real, it indicates that xout is consistent with the image in the
original complete training sets; otherwise, it is false. The generator mainly generates images that the
discriminator judges as real. The discriminator mainly determines whether the generated image is
true. The generator and the discriminator play games with each other to improve the inpainting effect
of the generator.

3.3 HED edge detector introduction process

In this paper, the HED edge detector is introduced in the preprocessing part to extract the edge
structure information of the damaged image as the prior knowledge of the subsequent image inpainting.
Edge detection is an algorithm used to extract the edge information of an image. It marks the places
with obvious differences between adjacent pixel values of the image, and then connects them to form
the edge information of the image. At present, there are many edge detection algorithms, among
which Xie, S. [22] proposed HED as an end-to-end learning method, which can be easily nested in
other network models as a whole.

In the aspect of implementation, first, HED is used to extract the edge of the original incomplete
image, and the extracted edge information is input to the proposed model together with three RGB
channels and a mask channel to inpaint the damaged area of the image. An example of the edge
detection effect of the HED edge detector on damaged images is shown in Figure 5. Figure 3 shows
that the HED edge detector is located in front of the image inpainting network in the network. In
this way, the edge detector can be used to extract the edge of the input damaged or affected image
as prior knowledge for subsequent image inpainting. Using the edge information of images to guide
network inpainting can reduce artifacts or other visual problems in the inpainting process.

Figure 5: Example of the edge extraction effect of the HED edge detector on an image. (a) is the
original incomplete image, (b) is the mask added to the real image, and (c) is the extracted edge
information.
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It can be seen from Figure 5 that HED mainly marks and connects areas with obvious changes
in the image to form an edge structure, and this edge information is used as a supplementary for
subsequent inpainting.

3.4 Dense blocks structure and interlayer indirect connection

This section mainly focuses on the composition and structure of dense blocks, the structure of
dense layers, the transition layer between dense blocks and the interlayer indirect connection. The
dense connection mode adopts a special feature transmission mode, which fuses the features of the
previous layer with each subsequent layer and limits the number of output channels of each dense layer
to the parameter K to achieve feature reuse while reducing the number of parameters. To improve the
inpainting effect of the network and reduce the risk of gradient disappearance in the training process
of the gated convolutional network, this paper improves the original 17 layer architecture of the gated
convolution coarse inpainting network and replaces the previous direct connections between network
layers with dense connections and indirect connections. To keep consistent with the number of layers
of the original gated convolutional network, in this paper, only three dense blocks are introduced, and
simple adjustments are made to other network layers. The positions of dense blocks are shown in the
green blocks in Figure 3. The use of dense blocks can make it easier to modify the number of layers
of the network. The dense block structure is shown in Figure 6.

Figure 6: Structure of dense block

The structure of the dense block has the following characteristics:
1) Each dense block consists of several dense layers and each dense layer consists of some special

layers.
2) Each dense layer integrates several special network layers such as a normalization layer, activa-

tion layer and convolution layer with convolution kernels of different sizes.
In Figure 6, the dense block is composed of several dense layers, and dense connections (or special

full connections) are adopted among different dense layers; that is, the input of the previous layer is
not only used for the input of the next layer but also for the input of all subsequent layers. This special
connection mode enables the image features to be effectively utilized. Each dense layer consists of an
ordinary convolution with a convolution kernel of size 1×1 and a gated convolution with a convolution
kernel of size 3×3. The convolution of a 1×1 convolution kernel can reduce the number of parameters
of the model, and the core of dense blocks uses gated convolution of a 3×3 convolution kernel to
extract features. Before the convolution operation of each convolution layer, batch normalization and
activation are carried out, and then 1×1 convolution and 3×3 convolution are carried out. The 1×1
convolution layer can be called the bottleneck layer in this special structure.

Each dense block reads the input of the previous layer and carries out corresponding operations.
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Meanwhile, due to the existence of the parameter K, the output of each dense layer will be limited to
K, which can greatly reduce the number of parameters of the network model. After the dense block
structure, subsequent upsampling and refinement operations are carried out. Because the size of the
feature information extracted from the dense blocks of different layers is different, the feature of the
upper level cannot be reused directly in the dense connection of the next layer due to the difference
in the size information, thus affecting the extraction of the dense block feature of the next layer. To
solve this problem, as shown in Figure 7, a transition layer is inserted between adjacent dense blocks
to change the number of channels for transmitting information from the previous layer to keep the
size of the feature information of the preceding and following dense blocks consistent to realize the
reuse of features. The transition layer mainly uses a 1×1 convolution kernel to carry out convolution
operations to reduce the size of feature graphs. Meanwhile, a 1×1 convolution kernel can also reduce
the number of network parameters and network complexity.

Figure 7: Connections between dense blocks

The direct connection between network layers will make the training unstable and increase the
risk of gradient disappearance and overfitting. All convolution layers of the DGCN are arranged and
combined in the order of convolution layer-batch normalization layer-activation layer. By means of
batch normalization [36], the increasingly biased distribution that may appear in the training process
is pulled back to the standardized distribution so that the input value of the activation function falls
in the area where the activation function is sensitive to the input, thus making the gradient larger,
accelerating the learning convergence speed and avoiding the problem of gradient disappearance. The
connection mode between convolution layers is shown in Figure 8.

Figure 8: Interlayer indirect connection
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4 Experiments
The DGCN model proposed in this paper is trained and tested on different datasets, and the im-

plementation details are described in Section 4.1. In Section 4.2, the proposed model was compared
with several classical methods, and PSNR and SSIM [35] were selected as objective evaluation indi-
cators for the integrity of the inpainting effect. In terms of qualitative analysis, the visual effect is
selected as the subjective evaluation index. The visual effect is often more direct than the objective
evaluation index. The visual effect is displayed in Section 4.3, and ablation contrast is also analyzed
in this section.

4.1 Implementation Details

The dense gated convolution network model proposed in this paper has been trained and tested
on CelebA facial datasets and Places2 datasets. Different datasets have been trained and tested
separately. During image preprocessing, different masks provided by partial convolution [17] are
selected and processed by adding noise, rotating and flipping. These masks are added to different
datasets to simulate real damaged images. The images in the datasets are also enhanced by rotating
and flipping, which improves the generalization ability of the network model. For different datasets,
150000 of them are randomly selected for training, and 1000 of the remaining images are randomly
selected for testing. And K with different parameters is trained.

4.2 Objective Evaluation

To facilitate the comparison with the original gated convolution model, three dense blocks are
introduced into the modified network model. The number of dense layers is 1, 4, and 1. So the
number of coarse generation network layers is 17, which is equal to the number of coarse generation
network layers of the original gated convolution. Table 1 shows the comparison results of PSNR and
SSIM of the same batch of damaged images inpainted by DGCN and several typical image inpainting
models including Contextual Attention (CA) [31], Globally and Locally Consistent Image Completion
(GLCIC) [32], EdgeConnect (EC) [33] and original gated convolution (GC) [18].

Table 1: Comparison of PSNR and SSIM objective indices of the same batch of images inpainted by
the proposed model and other typical image restoration models

Methods PSNR SSIM
CA 20.03 0.793

GLCIC 23.49 0.865
GC 26.90 0.883
EC 27.95 0.920

DGCN(Ours) 30.79 0.927

It can be seen from Table 1 that compared with several other several classical models, the model
proposed in this paper has significantly improved the image inpainting performance according to the
objective indicesindexes of PSNR and SSIM. The objective indicesindexes of PSNR and SSIM of this
model have increased by 10.16% and 1.09%, respectively, compared with the original GC model.

In DGCN, there is an important parameter K, which is related to the size of the network parameters
and will inevitably affect the inpainting effect of the network. The smaller K is, the fewer the output
characteristics of the dense layer, the fewer the number of output characteristic graphs of each dense
block, and the fewer the network parameters. However, if K is too small, excessive compression will
result in the loss of original image features and unreasonable use. Therefore, to select suitable and
more effective network parameters, we choose different sizes of K for training and compare the impact
of different K values on the network effect. The corresponding effects of different K on damaged image
inpainting are shown in Table 2.
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Table 2: Comparison of objective indices of different K for image inpainting effects
K PSNR SSIM
12 19.39 0.743
24 25.45 0.866
36 30.79 0.927
48 31.22 0.933

It can be seen from Table 2 that with the increase in K, the inpainting effect has a certain
improvement in the objective indices of PSNR and SSIM. The reason is that with the increase in K,
the number of features obtained in the process of feature information extraction increases, which has
a certain role in promoting the subsequent image inpainting. However, with the increase in K, the
increase in network parameters is also very large.

The number of network architecture parameters is an important standard to measure network
performance, which is directly related to network computation. Table 3 shows the comparison of the
number of generator parameters between the original gated convolution and DGCN under different
parameters.

It can be seen from the comparison in Table 3 that with the increase in the parameter K, the
number of parameters of the network model also increase. Compared with the inpainting effect of the
image when K=36, for inpainting the same damaged image, the DGCN can improve 16.95% in terms
of parameters. The DGCN model proposed in this paper achieves a better inpainting effect with fewer
parameters.

Table 3: Comparison of generator parameters between GC and DGCN corresponding to different K
values

Methods Parameters
GC 16171254

DGCN(Ours)

K=12 10836007
K=24 11834587
K=36 13428693
K=48 15628143
K=60 18415996

By combining Table 2 and Table 3, it can be seen that the image inpainting effect will also improve
with increasing K. When K is small (12 or 24), the number of DGCN parameters is low, but the image
inpainting effect is poor. When K increases to 48, the number of DGCN parameters is slightly different
from that of the original gated convolutional network. From K=36 to K=48, there was no significant
increase in the objective indices of image inpainting. At the same time, when K=60, the number of
DGCN parameters exceeds that of the original model, which is not considered in this paper.

Based on the above data, compared with other typical image inpainting models, the model pro-
posed in this paper achieves a better inpainting effect in terms of the objective indices of PSNR and
SSIM. Compared with the original gated convolutional network, the DGCN can reduce the number of
network parameters and improve the inpainting effect of the network. However, when the value of K
is increased, the number of parameters in the network will greatly increase, and the cost of training
requirements will also increase. Specific conditions should be considered regarding how to select the
relationship between the number of parameters in the network and the inpainting effect. For example,
when K is selected as 36 in this paper, the number of parameters in the model and the inpainting
effect are more compromised.

4.3 Subjective Evaluation

Visual effect is the subjective standard to evaluate the quality of image inpainting. It is more
representative of the effect of image inpainting to evaluate the quality of image inpainting with people’s
subjective consciousness.

The comparison of inpainting effects between DGCN proposed in this paper and several other
typical networks is shown in Figure 9.
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Figure 9: Comparison of damaged image inpainting results of different algorithms, where (a) represents
the damaged image, (b) represents the added mask, (c) represents the inpainting results of the original
gated convolution, (d) represents the inpainting results of the EdgeConnect algorithm, (e) represents
the inpainting results of the dense gated convolution network, and (f) represents the original images.

The comparison of inpainting effects between the DGCN proposed in this paper and several other
typical networks is shown in Figure 9. Figure 9(a) represents the damaged image or the image that
needs to be inpainted. Figure 9(b) is the mask that needs to be added to the original image and is
also named the damaged area. Figure 9(c) is the inpainting result of the original gated convolution,
and compared with other networks, the clarity and inpainting effect are very clear. However, since
edge detectors are not introduced to extract edge information as prior knowledge, blur or artifacts will
appear at the edge of the damaged area. Figure 9(d) shows the inpainting results of the EdgeConnect
algorithm. Compared with Figure 9(c), the integrity of the inpainting is improved by considering the
information of the edge. Figure 9(e) shows the inpainting results of the DGCN, which possesses the
advantages of both and has a certain visual improvement. Figure 9(f) is the original complete image.
Compared with Figure 9(c) and Figure 9(d), it can be seen that the inpainting effect of the image after
introducing the HED edge detector is improved at the edge of the damaged area and does not produce
blur and artifacts as heavy as that in Figure 9(c). However, the inpainting effect and clarity of the
detail generated in Figure 9(d) is not as good as that in Figure 9(c). Compared with Figure 9(d) and
Figure 9(e), clarity continues the advantages of gated convolution. Compared with Figure 9(c) and
Figure 9(e), it can be seen that the DGCN proposed on the basis of the original gated convolution
network improves to some extent in elevating details.

To verify the effect of edge information on image inpainting, an ablation experiment with or
without the guidance of edge information is conducted in this part. The inpainting results are shown
in Figure 10. Figure 10(a) is the original damaged image. Figure 10(b) shows the inpainting effect
without the edge detector, that is, without edge information input as prior knowledge. Figure 10(c)
shows the image inpainting results of the DGCN with the edge detector proposed in this paper. In
the network model without edge guidance, in some texture details, the inpainting effect is not as good
as that with the edge detector, which is specifically reflected in the vivid content of the image and
the perfect consistency of the structure. For example, compared with Figure 10(b), the inpainting
effect in 10(c) is more natural, and there are fewer artifacts on the damaged edges. The results of the
ablation comparison experiment can confirm the feasibility and necessity of adding an edge detector
to the architecture of the image inpainting model.

Compared with other typical image inpainting models, the DGCN image inpainting model proposed
in this paper can achieve better inpainting results in the objective indicators of PSNR and SSIM. It can
reduce the number of network parameters and improve the inpainting effect of the network model. The
dense connection mode is used in the image inpainting model, and the special connection mode can
strengthen the transmission of feature information between network layers of the model and maximize
the use of feature information, thus improving the inpainting effect. In terms of subjective vision, the
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Figure 10: Comparison of image inpainting results with/without edge guidance

DGCN uses edge information as prior knowledge for image inpainting, which can reduce the blur at
the edge of damaged images and improve the semantic accuracy and integrity of inpainting. The use
of an indirect method between convolution layers can effectively avoid the absolute dependence of the
later layers on the previous layers and improve the inpainting effect. DGCN can also be used to assist
in the inpainting of cultural relics and calligraphy. To improve the visual effect of cultural relics and
calligraphy, images can be collected, DGCN can be used to inpaint them, and the results of inpainting
can be used to assist in actual inpainting.

5 Conclusions
In this paper, a novel generative image inpainting model with dense gated convolutional network

(DGCN) is proposed. This model integrates edge detector, dense connections and indirect connections
between layers. The information extracted by the edge detector can be better used by the generative
network as prior knowledge. DGCN can optimize the model training process while reducing network
parameters and directly connect all layers to enhance the use of feature information while ensuring
the maximum transmission of feature information. Indirect connections between layers mainly rely on
batch normalization layers to reduce the instability and gradient disappearance of network training.
After training and testing on different datasets, DGCN has a better inpainting effect than other typical
network architectures, and at the same time, it has also been optimized in terms of visual effects such
as semantic and texture consistency. Other image inpainting models can be further optimized with
the help of the DGCN model architecture to obtain a better training effect, and the parameters in the
model can also be easily modified for better use.

However, the image inpainting network proposed in this paper still has some limitations, and
there are still some challenges in inpainting large-scale damaged areas or damaged areas with more
complicated structures or obvious color changes. In addition, DGCN only uses the edge detector to
directly extract the edge information of the damaged image, and the damaged area will interfere with
the extraction of the correct structural information from the image. Therefore, future work will take
the color in the image information into account as part of the prior knowledge to inpaint the damaged
image and improve the model to deal with the inpainting of more complex damaged images. At
present, as long as the prior knowledge is accurate enough, such as if the structure is more complete,
then the generative network can obtain a better inpainting effect on this basis. Therefore, how to
better obtain prior knowledge or how to fuse prior knowledge and then apply it to the generative
network is also a research direction.
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