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Abstract: Inspired by the embedding representation in Natural Language Process-
ing (NLP), we develop a �nancial embedded vector representation model to abstract
the temporal characteristics of �nancial time series. Original �nancial features are
discretized �rstly, and then each set of discretized features is considered as a "word"
of NLP, while the whole �nancial time series corresponds to the "sentence" or "para-
graph". Therefore the embedded vector models in NLP could be applied to the
�nancial time series. To test the proposed model, we use Radial Basis Functions
(RBF) neural networks as regression model to predict �nancial series by comparing
the �nancial embedding vectors as input with the original features. Numerical results
show that the prediction accuracy of the test data is improved for about 4-6 orders of
magnitude, meaning that the �nancial embedded vector has a strong generalization
ability.
Keywords: embedded vector, �nancial daily vector, �nancial weekly vector, RBF
neural networks.

1 Introduction

Financial time series is nonlinear, non-stationary, and often with high noise [7]. Moreover,
the �nancial market is a dynamic complex system which is vulnerable to various external fac-
tors [23]. Therefore, it is a challenging job to analyze the �nancial time series, especially for
its forecasting problem. Unlike the traditional predictive methods such as the Autoregressive
Integrated Moving Average (ARIMA) model, the computational intelligence-based approaches
are data-driven models that do not require any speci�c assumptions about the distribution of
the data. They are widely used in the �nancial market, the exchange rate market and cor-
porate �nancial forecasting and other �elds [6].The intelligent computing methods, such as
Multilayer Perceptron(MLP) [12, 29], Radial Basis Function (RBF) neural network [1, 24, 32],
Adaptive Neural-Fuzzy Inference System [8], Support Vector Regression (SVR) [5,31], Deep Be-
lief Network [14,25], simulation model [9], lifecycle model [22], and Particle Swarm Optimization
(PSO) [21] are often used for forecasting jobs.

An important work in the �eld of natural language processing (NLP) is how to represent words
or documents. With the applications of the deep learning algorithms [2, 16] and the machine
learning algorithms [13, 27] in the �eld of NLP, a number of word representation methods have

Copyright©2018 CC BY-NC



882 Y.F. Sun, M.L. Zhang, S. Chen, X.H. Shi

been proposed. One-hot Representation [30] is simple and one of the most widely used methods,
but the weaknesses are involved in high dimension of the word vector, easily leading to dimension
disaster and easily resulting in the phenomenon of lexical division.

The weaknesses have been solved to a great extent of the advent of the distributed represen-
tation methods, or word embedding, which are vectors whose relative similarities correlate with
semantic similarity. One of the most in�uential early models is Latent Semantic Analysis (LSA),
developed in the context of information retrieval [10]. Latent Dirichlet Allocation (LDA) is the
re�nement of LSA, which is the most well-known topic model [4]. Both LSA and LDA use doc-
uments as contexts, which become computationally very expensive on large data sets. Another
type of distributed representation method is neural networks based. Bengio et. al. proposed
a neural network statistical language model by learning a distributed representation of words
which allows each training sentence to inform the model about an exponential number of seman-
tically neighboring sentences [3]. While until Mikolov et. al. proposed the word2vec model, and
provided open source toolkit [17, 18], word embedded vector had been widely used in di�erent
kinds of NLP applications. Word2vec models are two-layer neural networks that are trained to
reconstruct linguistic contexts of words. Unlike the earlier language model, word2vec represents
all the words in the corpus with a real dense vector, namely the word embedding. During the
learning process, the embedding vectors are trained together with language model parameters.
The most advantage of word2vec is that it could be better represented by latent semantics.
Two topology frameworks, namely Continuous Bag of Words (CBOW) and Skip-gram, could be
adopted in word2vec model, as well as two training techniques, Hierarchical Softmax and Neg-
ative Sampling, could be selected, respectively. Compared with other neural network models,
the hidden layer is removed from word2vec, and the mapping layer no longer emphasizes the
order of words. Paragraph vector is an extension of word2vec, which adds the ID of a paragraph
(might be a phrase, a sentence or a document) into the inputs and outputs paragraph represen-
tation vectors together with word embedded vectors [15]. Paragraph vector includes two models:
PV-DM (Distributed Memory Model of Paragraph Vectors) and PV-DBOW (Distributed Bag of
Words version of Paragraph Vector).

Word embedded vector is also widely applied to other �elds. In machine translation [26],
word embedded vector can be used to mine the relationship between words in the two languages.
After training word vectors of the two languages, it can be translated by a matrix transformation.
From used sentences in image understanding [11]. Images and sentence knowledge are integrated
by the neural network. Task extraction is built on semantic or knowledge relations. In the social
network [19], network embedding method is widely used. DeepWalk [20] model is proposed based
on word2vec. It is a new method of learning the potential representation of vertices in complex
network. These potential representations encode social relations in continuous vector space and
can be easily utilized by other machine learning models. Tang [28] proposed a novel embedding
method-LINE, which embedded the large complex network into the low dimensional vector space.
The classical stochastic gradient descent restriction is solved by using a sampling algorithm for
edges. LINE is suitable for many type of information network.

In the paper, the idea of word embedded vector is introduced to abstract the temporal char-
acteristics of �nancial time series. After discretizing original �nancial features, we consider each
set of discretized features as a "word" of NLP, and the �nancial time series as the "paragraph".
Then we apply the embedded vector models to �nancial series data and obtain �nancial em-
bedded vectors. Next we adopt the �nancial embedded vectors as the input of the RBF neural
network for single-step �nancial time series prediction.

To test the proposed �nancial embedded vector model, we use the daily data of S&P500 index
for experiments. Compared with the RBF neural network without �nancial embedded vector,
the numerical results have been improved greatly in the prediction accuracy.
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2 Financial embedded vector model

Considering each set of discretized features of �nancial time series as a 'word' of NLP, we
apply the embedded vector models in NLP to the �nancial time series. Appling word2vec and
Paragraph vector, we can construct �nancial daily vector and �nancial weekly vector, respec-
tively. In section 2.1, word2vec and Paragraph vector will be introduced brie�y. And then our
proposed �nancial embedded vector model will be stated in section 2.2.

2.1 Embedded vector model in NLP

1) Word2vec
Word2vec has two topology frameworks, namely Continuous Bag of Words (CBOW) and Skip-
gram. The task of the former is to predict the word given its context, while that of latter is to
predict the context given a word. On the other hand, there are two training methods to train
the parameters for both of the topology frameworks. One is Hierarchical Softmax, the other is
Negative Sampling. In this paper, CBOW framework and Hierarchical Softmax training method
are used in our proposed method. Therefore word2vec with CBOW and Hierarchical Softmax
will be described in the following. CBOW framework is a neural network model with three
layers: input layer, projection layer and output layer (Fig.1). Unlike Neural Network Language
Model(NNLM) [3], there are no nonlinear hidden layers in CBOW. The representation vectors of
the context of a word are the inputs of the model. They are mapped to the projection layer by
simply summation. The output layer represents the central word, which is expressed by a leaf
node of the Hu�man tree.

V(context(wt)1) V(context(wt)2) V(context(wt)2n-1) V(context(wt)2n)

xw

wt

Input Layer

Project Layer

Output Layer

SUM

p(wt | Context(wt))

Figure 1: Diagram of CBOW model structure

Suppose the tth sample is the pair of (Context(wt), wt),where Context(wt) is consisted of n
words before and after the word wt, V (w) is the representation vector or embedded vector of
word w. CBOW predict the probability of occurrence of the target word wt by context words
Context(wt). The target function is the following logarithmic likelihood function

L =
∑

w∈c
log p(w|context(w)) (1)

where p(wt|Context(wt)) is the probability of wt on condition of Context(wt). The goal is to
maximize the logarithmic likelihood function, which could be solved by Stochastic Gradient As-
cent (SGA) [17].
2) Paragraph Vector
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Based on word2vec model, Le and Mikolov added paragraph ID into the inputs and proposed
Paragraph Vector model, which could learn the representation vectors for both word set and para-
graph set [15]. Similar with word2vec, Paragraph vector has two frameworks, namely Distributed
Memory Model of Paragraph Vectors (PV-DM) and Distributed Bag of Words (PV-DBOW ).
Fig.2 gives the network structure of PV-DM, which could be considered as the CBOW framework
of word2vec adding "Paragraph ID" in the input layer. The learning algorithm is the same with
that of CBOW model. After being trained, the paragraph vectors can be used as features of the
paragraph. There is one thing should be noticed that, it should be performed a short inference
stage to get a representation vector for a new paragraph, by making gradient descended on the
paragraph vector while holding the learned word embedded vectors �xed.

Paragraph ID

D

V(context(wt)1) V(context(wt)2n-1) V(context(wt)2n)

xw

wt

Input Layer

Project Layer

Output Layer

SUM

p(wt | Context(wt), D)

Figure 2: Diagram of PV-DM model structure

2.2 Financial embedded vector model

The key point of word2vec (or Paragraph vector) is to abstract the context relationships
among di�erent words by a neural network model and then obtain the embedding representation
vectors of all the words in the dictionary. Similar with natural language, �nancial time series
has obviously temporal characters, therefore based the embedding model in NLP, we propose
a �nancial embedded vector model to represent the "context" relationships between di�erent
discretized feature sets of �nancial time series. According to word2vec and Paragraph vector
models, "daily embedding vector" and "weekly embedding vector" are proposed, respectively. In
the following of this section, the former will be described in detail, the latter is similar.
Assume the �nancial time series has m features, all of which are discretized. For example, it
has 5 features and each of which is discretized into 3 sets. Then we could get the discretized
feature sets from '11111' to '33333', 35 = 243 sets in total. That is the "dictionary" size of
�nancial embedding models. Firstly, we train the word2vec model to get the �nancial daily
embedded vector by using CBOW model and Hierarchical Softmax framework. Assume the ith
discretized feature set be '23213', that is to say wi='23213', and denote the "context" set of wi
as Context(i), then we will show the training procedure for the sample (wi, Context(i)), which
is shown in Fig.3.

The structure of Fig.3 is the same as Fig.1, each leaf node of Hu�man tree represents a
discretized feature set, the position of which is predetermined by its frequency in the training
corpus. For example, '23213' is a leaf node of Hu�man tree in Fig.3. There is a single path pi

from root node to the leaf node '23213', which includes 5 nodes and 4 branches. Each branch
could be considered as a binary classi�cation problem. Let the left branch be a positive class
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Figure 3: Diagram of CBOW model structure for the training of '23213'.

and the Hu�man code be 1, while the right branch be a negative class and the Hu�man code be
0. The Hu�man code of wi is the binary code of the nodes in pi (except root node), namely that
d2
id3

id4
id5

i='0101'. It is easy to know the probability of the positive class is

σ(XT
i θ) =

1

1 + e(−XT
i θ)

(2)

where θ is the undetermined non-leaf node vector, and Xi is the summation of input context
vectors. The probability of the negative class is 1− σ

(
Xi

T θ
)
. Therefore, the probability of the

binary classi�cation on the j th node of path pi is

p(dij |Xi, θ
i
j−1) =

{
σ(XT

i θ
i
j−1), dij = 1

1− σ(XT
i θ

i
j−1), dij = 0

(3)

where j=2,3,4,5. It can be equivalently written as

p(dij |Xi, θ
i
j−1) = [σ(XT

i θ
i
j−1)1−dij ] · [1− σ(XT

i θ
i
j−1)d

i
j ] (4)

Then we could use the probability of the path pi to represent how likely to generate wi on
condition of its context discretized feature set is Context(i), which could be computed by

p(wi|Context (i)) =
lwi∏
j=2

p(dij |Xi, θ
i
j−1) (5)

where lwi is the node number of pi , being 5 in this example. Of course, the probability of each
sample pair is expected as large as possible. Then the objective functions of the whole model
could be set as

L =
∑
w∈C

log (p(w|Context(w)))

=
∑
w∈C

log

(∏lw

j=2
p
(
dwj |Xi, θ

i
j−1

))
=
∑
w∈C

log

(∏lw

j=2
σ
(
XT
i θ

i
j−1

)1−dij[1− σ1−dij
(
XT
i θ

i
j−1

)]dij)
=
∑
w∈C

∑lw

j=2

{
(1− dij) log σ

(
XT
i θ

i
j−1

)
+ dij log

[
1− σ1−dij

(
XT
i θ

i
j−1

)]}
(6)
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The goal is to maximize the objective function by training parameters V(X) and θ. It could
be solved by Stochastic Gradient Ascent (SGA), and �nally the well trained V is the "daily
�nancial embedded vector" set. For the detailed algorithm of SGA, one can refer to [17]. The
pseudo codes of the method are shown in Fig.4.

Figure 4: Pseudo codes for SGA

Furthermore, we divide the �nancial series into weekly segments, and each weekly segment
could be considered as a "paragraph" in NLP which consists of 5 discretized feature sets as the
daily �nancial vector. Then by introducing the Paragraph vector model, we could get "weekly
�nancial vector" for each week. The method is similar with that of "daily �nancial vector".

3 The algorithm framework

In Section 2, a �nancial embedded vector model is proposed, from which we could get "daily
�nancial vector" and "weekly �nancial vector", respectively. And then the trained �nancial vec-
tors could be set as the features for �nancial series analysis. Compared with the original features
of �nancial series, the �nancial vectors abstract more temporal characters and are expected to
get better results. In this section, we develop a �nancial series prediction framework based on
�nancial embedded vectors and RBF neural network. There are three main processes, namely
data discretization, �nancial embedded vector construction, and single step prediction based on
RBF neural network, which will be described in the following of this section.

3.1 Data discretization

A �nancial time series is usually a set of time-dependent consecutive real numbers. In our
�nancial embedded vector model, the �nancial vector at each time point is a "�nancial word",
therefore, the real features should be discretized �rstly and the feature set could be divided to
a "�nancial vocabulary". Assume there are m real features of a �nancial time series, the ith
feature is discretized into ni segments, then the size of "�nancial vocabulary" is:

S =
∏m

i=1
ni (7)

In our method, K-means algorithm is adopted for the discretization. For all the values of the ith
feature, they are clustered into ni categories, which are labelled with the set {1, 2, ..., ni}. Then
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the ith feature of series is discretized into ni segments according to clustering results. K-means
is an unsupervised clustering algorithm and often be used as discretization tool. Compared with
other discretization algorithms, K-means algorithm has lower computational complexity and is
advantageous for dealing with large-scale data.

3.2 Financial embedded vector construction

After data discretization, each time point of the �nancial series could be mapped to a "�-
nancial word" in the "�nancial vocabulary". And the whole �nancial series is a long "�nancial
paragraph" consists of these "�nancial words". Take the context of a "�nancial word" as inputs,
and the target "�nancial word" as output, the �nancial embedded vector model could be trained
on CBOW framework and by SGA algorithm. Then we could obtain so called "daily �nancial
vectors". Part of them are shown in Table1.

Table 1: Part of daily �nancial vectors

Discretization Results Daily Financial Vectors

21232
[-0.0078 -0.0112 0.0211 0.0196 -0.0059 0.0211 0.0241 0.0091 0.0249 -0.0156
-0.0077 -0.0105 -0.0145 0.0141 0.0079 0.0021 -0.0110 0.0076 0.0153 0.0010]

33112
[-0.0182 -0.0200 0.0228 0.0003 -0.0129 -0.0152 -0.0154 0.0085 0.0010 0.0067
-0.0211 -0.0190 -0.0007 0.0057 0.0127 -0.0159 0.0204 0.0046 0.0056 -0.0030]

33113
[0.0077 -0.0190 -0.0205 0.0248 0.0190 0.0155 -0.0030 0.0201 -0.0025 0.0037
-0.0007 -0.0149 0.0066 -0.0067 -0.0191 0.0238 0.0219 -0.0055 -0.0011 0.0025]

We consider �ve days' "�nancial words" of a week as a weekly "�nancial sentence". Adding
the sentence ID into the �nancial embedded vector model, it could be trained by stochastic
gradient descent algorithm on PV-DM framework, and get "weekly �nancial vectors". Part of
them are shown in Table2.

Table 2: Financial weekly vectors

Discretization Results (Weekly) Weekly Financial Vectors

[33112 31232 21232 23113 31112]
[0.0429 -0.0725 -0.0783 0.2201 0.0254 -0.1170 0.0982 -0.0089 0.0813 -0.0245
-0.1699 -0.1943 -0.0463 -0.1262 0.0201 0.1168 -0.1370 0.0347 -0.1303 -0.1324]

[23113 33113 31212 33113 33113]
[0.0318 -0.0232 -0.1067 0.1555 0.0652 -0.1573 -0.0302 -0.1005 0.0855 0.0142
-0.0757 -0.1824 -0.0594 -0.0842 -0.0969 0.1414 -0.1923 0.0295 -0.0568 -0.1683]

[12313 31233 21233 23323 12132]
[0.0407 -0.0812 -0.1055 0.2603 -0.0162 -0.1914 0.1718 -0.0282 0.0654 0.0374
-0.2742 -0.1971 -0.0573 -0.1199 0.0504 0.1890 -0.1782 0.0816 -0.1934 -0.1976]

3.3 Single step prediction based on RBF neural network

To predict the �nancial series data, we select radial basis function (RBF) neural network as
the forecasting model. RBF neural network is a particular type of Multilayer Perceptron (MLP)
neural network, with input, hidden and output three layers (Fig.5) [26]. The hidden layer consists
of RBF neurons, which use radial basis function as their active functions.

After getting the �nancial embedded vectors, we use RBF neural network to build the pre-
dicting models for one-step forecasting of the daily and weekly closing price, respectively. The
original percentage data, the daily �nancial vector and the weekly �nancial vector are used as
input data for comparison. Therefore we build six models for two goals with three types of
inputs, which will be described in detail in section 4.2. In the hidden layer, the mostly used
Gaussian function is selected as the active function. There is only one output node in all six
models for our goal is one-step daily or weekly closing price predicting.



888 Y.F. Sun, M.L. Zhang, S. Chen, X.H. Shi

Figure 5: RBF network structure

4 Experiments

The S&P500 index has a longer trading history and enough sample which can re�ect the laws
of a mature securities market. The data are more stable and truthful. We collect the S&P500
index data from Yahoo Finance [33]. Date is from January 4, 1950 to November 14, 2016, a
total of 16826 trading days. Every daily trading data includes �ve-dimensional data, namely the
opening price, the highest price, the lowest price, the closing price and the volume. To eliminate
the dimension in�uence of the �ve-dimensional data and improve the stability of the data, we will
�rstly perform the data pretreatment. Next, using RBF neural network and selecting di�erent
feature combinations, daily closing price and weekly closing price are predicted, respectively.

4.1 Data pretreatment

Firstly, Eq.8 is performed for percentage processing of the 5-dimensional data, respectively.

x′t = (xt − xt−1)/xt−1 (8)

where xt is the data for the day t,xt-1 is the data for the day t-1, x′t is the percentage of the data
for the day t.

Secondly, the K-means algorithm will be adopted for the discretization of the original data.
We take three clusters in the K-means algorithm. Finally, all the �ve features are clustered
into three classes independently. That is to say, the discretized feature space size is 35 = 243.
Set the cluster labels as 1, 2, 3, a �ve-dimensional data of a time point will be discretized into
{1, 2, 3}5. Take for example, the clustering results of the �ve dimensions for the date 1950-01-04
are 2, 1, 2, 3, and 2, respectively. Therefore, the discretization result for the date is '21232',
which is "�nancial word" of that day. After discretizing 5-dimensional time series data, we apply
the �nancial embedded vector models to obtain "daily �nancial vectors" and "weekly �nancial
vectors", which is described in section 3.2. For example, the daily �nancial vector of '21232' is
shown in the �rst line of Table 1.

4.2 Daily closing price forecasting based on �nancial embedded vector

To test the performance of the obtained �nancial embedded vectors, they are set as the input
features to predict daily closing price in this section. RBF network is applied as the forecasting
model, and three types of feature combinations are arranged for comparison. Denote them as
Model1, Model2, and Model3, the detail of which are described as follows:
Model1-Comparison daily model. The model output is the closing price for day t, that is,
the closing price for day t will be forecasted, which is 1-dimensional data. The inputs are the
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data three days before, the percentage data for day t-1, t-2, and t-3. The data for each day
includes 5 percentage data of original features, namely that, the opening price, the highest price,
the lowest price, the closing price and the volume. Therefore the dimension of the inputs is 15.
The previous ten thousand data are used for training, the rest for testing.
Model2-Financial daily vector daily model. The model output is the same as Model1. The
inputs are the �nancial daily vectors of three days before, namely day t-1, t-2, and t-3. In this
model, we will take the dimension of each �nancial daily vector as 20. Then the dimension of
input is 60. The division of training data and testing data is the same with Model1.
Model3-Financial daily and weekly vector daily model. The model output is the same
as above two models. The inputs are the �nancial daily vectors for day t-1 and t-2, and the
�nancial weekly vector for the last week of the date. In this model, we will take the dimension of
each �nancial daily (and weekly) vector as 20, and then the dimension of input is also 60. The
division of training data and testing data is the same with above two models.
RBF neural network training function is the built-in function in MATLAB. An important param-
eter is distribution density ('Spread ' in the built-in function). A trade-o� between over �tting
and under �tting will be considered by di�erent value of Spread. The value of Spread is set as 10
values in our experiments, which are 0.01, 0.05, 0.1, 0.3, 0.4, 0.7, 1, 5, 10, 20 and 50, respectively.
Mean Square Error (MSE) is used as the evaluation index of forecasting e�ect, which is de�ned
by

MSE =
1

n

∑n

i=1
(zi − yi)2 (9)

where zi is the real value of the ith data, yi is the forecasting value of the ith data, n is the
sample number. The smaller the MSE value is, the more accurate the prediction is. The results
of MSE for both training set and testing set are shown in Table 3.
From the results in Table 3, the MSE values of the three models for the training set are very
similar. Model1 even gets the least average MSE among the three models, though all of them
reach 10-4 magnitude. While for the testing set, the MSE values di�er greatly in magnitude
for di�erent Spreads and di�erent models. Model2 and Model3 are far better than Model1,
and Model3 is superior to Model2. For example, the average MSE value of Model2 is 99.8%
improved from Model1, and that of Model3 is 92.0% decreased to Model2. According to the big
di�erences among the three models results of the testing data, it could be concluded that the
�nancial embedded vector can improve the generalization ability of the models, especially for the
combination of daily �nancial vector and weekly �nancial vector.
Fig.6 shows the comparing results of the predicted daily closing price curves of the three models.
The curves in the top �gure are the local enlarged of the ones in bottom �gure. From the bot-
tom �gure, it is easy to �nd that both curves of Model2 and Model3 are obvious closer to actual
data curve than that of Model1. When we focus on the enlarged curves, we could �nd that the
performance of Model3 is better than that of Model2.

4.3 Weekly closing price forecasting based on �nancial embedded vector

To further examine the e�ect of �nancial embedded vectors, longer periods of data are
adopted. In this section, experiments are performed to predict the weekly closing price. Simi-
lar with the above section, RBF is chosen as the forecasting model, and three types of feature
combinations are arranged for comparison. They are denoted as Model4, Model5 and Model6,
which are described below.
Model4-Comparison weekly model. Assume the closing day (Friday) of the target week is
day t, the closing price of day t is the output of the model, which is a 1-dimensional value. The
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Table 3: Prediction results of daily close price

MSE for training MSE for testing
Spread Model1 Model2 Model3 Spread Model1 Model2 Model3

0.01 0 0.000029 0.000053 0.01 0.00410 0.000169 0.000198
0.05 0 0.000029 0.000054 0.05 0.10830 0.000168 0.000194
0.1 0.000007 0.000029 0.000054 0.1 287.808 0.000470 0.000191
0.3 0.000014 0.000029 0.000054 0.3 1225.83 0.000334 0.000266
0.4 0.000013 0.000029 0.000054 0.4 48.7838 0.005158 0.000216
0.7 0.000031 0.000029 0.000054 0.7 35.3886 1.243979 0.029582
1 0.000039 0.000029 0.000054 1 88.7457 2.229143 0.214848
5 0.000059 0.000030 0.000054 5 12.8574 0.003093 0.033577
10 0.000063 0.000042 0.000057 10 2.10287 0.000398 0.000277
20 0.000065 0.000053 0.000061 20 2.71368 0.000214 0.000193
50 0.000066 0.000065 0.000066 50 1.30023 0.000166 0.000161

average 0.000032 0.000036 0.000056 average 155.058 0.316663 0.025428
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Figure 6: Forecasting and actual daily closing price in the training set

inputs are the percentage data of original features of 5 days before, namely from day t-1 to t-5.
Therefore the dimension of the input is 25. Also, the previous ten thousand data are used for
training, the rest for testing.
Model5-Financial daily vector weekly model. The output is the same as Model4. The
inputs are the �nancial daily vectors of 5 days before, namely from day t-1 to t-5. For the
�nancial daily vector is 20-dimensonal, the input dimension is 100. The division of training set
and testing set is the same with Model4.
Model6-Financial weekly vector weekly model. The output is the same as Model4. The
input is the weekly vector of the week before, which is 20 dimensions. The division of training
set and testing set is the same with Model4.
The results of MSE for both training set and testing set are shown in Table 4. The results are
very similar with those of above section. The MSE values of the three models for the training
set are similar and very small. For the testing set, the MSE values di�er greatly from di�erent
models. Model5 and Model6 are far better than Model4, and Model6 is superior to Model5. The
average MSE value of Model5 is only 1.16 x 10-5% of that of Model4, and that of Model6 is
13.52% of that of Model5.
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Table 4: Prediction results of weekly close price

MSE for training MSE for testing

Spread Model4 Model5 Model6 Spread Model4 Model5 Model6

0.01 0 0.000003 0.000004 0.01 0.00018 0.000149 0.000148
0.05 0 0.000003 0.000004 0.05 0.00140 0.000134 0.000211
0.1 0 0.000003 0.000004 0.1 0.00984 0.000126 0.000185
0.3 0 0.000003 0.000004 0.3 54.2725 0.002544 0.000455
0.4 0 0.000003 0.000004 0.4 30.7013 0.000280 0.000526
0.7 0 0.000003 0.000004 0.7 2779.44 0.001075 0.000735
1 0 0.000003 0.000004 1 211338 0.016169 0.000740
5 0.000021 0.000003 0.000045 5 6941.79 0.002522 0.000148
10 0.000034 0.000003 0.000051 10 2492.17 0.001514 0.000133
20 0.000043 0.000003 0.000052 20 756.955 0.001221 0.000133
50 0.000049 0.000010 0.000058 50 0.68581 0.000465 0.000124

Average 0.000013 0.000004 0.000021 Average 20399.5 0.002382 0.000322

Fig.7 shows comparing results of the predicted weekly closing price curves of the three models.
The graph in the top of Fig.7 is the enlarged one of the local area of the bottom �gure. From the
�gure, it is easy to �nd that both curves of Model5 and Model6 are obviously closer to the actual
data curve than that of Model4, and Model6 is the best one. Also, the �nancial embedded vector
can greatly improve the generalization ability of the models, especially for the weekly �nancial
vector.
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Figure 7: Forecasting and actual weekly closing price in the testing set

5 Conclusion

In the paper, inspired by the idea of embedded vector idea in NLP, we propose the �nancial
embedded vector model to represent the �nancial time series, which could abstract the tempo-
ral features very well. Focused on the �nancial time series prediction, a framework is developed
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based on the �nancial embedded vector model and RBF neural network. To test the e�ectiveness
of our method, it is applied to S&P500 index historical data for the daily and weekly closing
price prediction. Comparing di�erent kinds of input features, it could be concluded that the
�nancial embedded vectors could improve the precision greatly to the original features.
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