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APPLICATIONS OF EXTREMAL THEOREM TO A CLASS OF P -VALENT

ANALYTIC FUNCTIONS

LIANGPENG XIONG∗ AND XIAOLI LIU

Abstract. A subclass Jm,l
p,λ (ξ, α) of p-valent analytic functions with a generalized multiplier trans-

formation operator is introduced. We discuss the compactness as well as the extreme points of

Jm,l
p,λ (ξ, α) under the topology of uniform convergence. Finally, as one of the applications of ex-

tremal theorem, we solve the sharp distortion inequalities problem as

max
f∈Jm,l

p,λ
(ξ,α)

|f (χ)(z)|, χ = 0, 1, 2, ...

Several related basic results and remarks about the old or new classes are also presented.

1. Introduction

Let Ap denote the class of functions of the form

(1) f(z) = zp +

∞∑
k=p+1

akz
k, p ∈ N = {1, 2, 3, ...},

which are analytic in 4 = {z : z ∈ C, |z| < 1}.
In fact, Ap is a vector space over C with the usual definitions of addition and scalar multiplication

for functions. Let the topology on Ap be given by a metric ρ which is equivalent to the topological of
uniform convergence on compact subsets, where the ρ is determined as

ρ(f, g) =

∞∑
n=1

1

2n
‖f − g‖n

1 + ‖f − g‖n

whenever f and g belong to Ap, and ‖f‖n = max{|f(z)| : |z| = rn, 0 < rn < 1, lim
n→∞

rn = 1}. It follows

from theorems of Weierstrass and Montel that this topology space is complete(see [11], P38).
If F ⊂ Ap then F is called locally uniformly bounded if there is a constant M such that |f(z)| 6M

whenever f ∈ F. Moreover, Montel’s theorem implies that F ⊂ Ap is compact if and only if F is closed
and locally uniformly bounded(see [11], P39).

We use the notation HF for the closed convex hull of F, where

HF =
{ ∞∑
k=1

tkfk, fk ∈ F, tk > 0,

∞∑
k=1

tk = 1
}
.

Let V be a subclass of a linear topological space. If v ∈ V and if v = tf1 + (1− t)f2, 0 < t < 1, f1 ∈
V, f2 ∈ V can make sure that f1 = f2, then we say v ∈ EV, where EV denotes the set of extreme
points of V. Again, suppose that M is a convex subset of Ap and J : M→ R, if

J(tf + (1− t)g) 6 tJ(f) + (1− t)J(g)

whenever f, g ∈M and 0 6 t 6 1, then linear functional J is called convex on M.
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Recently, Prajapat [18] and Sharma et al. [20] studied a generalized multiplier transformation
operator Jmp (λ, l) : Ap → Ap as

(2) Jmp (λ, l)f(z) =


p+ l

λ
zp−

p+l
λ

∫ z

0

t
p+l
λ −p−1Jm+1

p (λ, l)f(t)dt, m ∈ Z−,
λ

p+ l
z1+p−

p+l
λ

(
z
p+l
λ −pJm−1p (λ, l)f(z)

)′
, m ∈ Z+,

f(z), m = 0.

where m ∈ Z = {..,−2,−1, 0, 1, 2, ..}, λ > 0, l > −p. It easily follows from the above definition of the
operator that the series expansion of Jmp (λ, l)f(z) for f(z) of the form (1.1) is given by

(3) Jmp (λ, l)f(z) = zp +

∞∑
k=p+1

(
1 +

λ(k − p)
p+ l

)m
akz

k.

We note that operator Jmp (λ, l) contains kinds of operators introduced and studied by different
mathematicians (for details, see [3, 4, 9, 13]). Now, we reproduce here briefly some of these special
cases as follows.

Remark 1.1. (i) For m ∈ Z+ ∪ {0}, Jmp (λ, l) ≡ Imp (λ, l), (see Cătaş[5]).

(ii) For m ∈ Z+ ∪ {0}, Jmp (1, l) ≡ Ip(m, l), (see Kumar et al. [12]).

(iii) For m ∈ Z+ ∪ {0}, Jmp (1, 0) ≡ Dm
p , (see Orhan et al. [16]).

(iv) For m ∈ Z− ∪ {0}, Jmp (λ, l) operator, (see El-Ashwah and Aouf [10]).

(v) For m ∈ Z− ∪ {0}, Jmp (1, 1) operator, (see Patel and Sahoo [17]).

For various other special cases studied earlier of the operator Jmp (λ, l), one can refer to [8, 14, 15, 18].
Let Vp be the subclass of Ap consisting functions of the form

(4) f∇(z) = zp −
∞∑

k=p+1

akz
k, ak > 0, p ∈ N = {1, 2, 3, ...},

It is easy to see that

(5) Jmp (λ, l)f∇(z) = zp −
∞∑

k=p+1

(
1 +

λ(k − p)
p+ l

)m
akz

k.

We introduce the class Jm,l
p,λ (ξ, α) as a subclass of Vp consisting of functions f which satisfy

(6) <

{
z
(
Jmp (λ, l)f∇(z)

)′
+ ξz2

(
Jmp (λ, l)f∇(z)

)′′
ξz
(
Jmp (λ, l)f∇(z)

)′
+ (1− ξ)Jmp (λ, l)f∇(z)

}
> α, z ∈ 4,

where 0 6 α < p, 0 6 ξ 6 1,m ∈ Z+ ∪ {0}, λ > 0, l > −p.
Here, for reader’s convenience, we depict some of subclasses related the above Jm,l

p,λ (ξ, α).

Remark 1.2. (i) J 0,l
p,λ(ξ, α) was studied by Altintaş et al.[1] and Xiong [21].

(ii) J 0,l
1,λ(ξ, α) was studied by Altintaş [2].

(iii) J 0,l
p,λ(0, α) ≡ S∗p(α) was studied by Darwish and Aouf [6].

(iv) J 0,l
p,λ(1, α) ≡ Kp(α) was studied by Darwish and Aouf [6].

(v) J 0,l
1,λ(0, α) ≡ S∗(α) and J 0,l

1,λ(1, α) ≡ K(α) were studied by Srivastava et al. [19] and Domokos

[7], respectively.

In this paper we obtain the extreme points for class Jm,l
p,λ (ξ, α). Furthermore, the sharp distortion

inequalities are given by using the extreme points theory.
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2. Preliminary results

In this section, we give a sufficient and necessary condition for the functions f∇(z) ∈ Vp to be in

Jm,l
p,λ (ξ, α). As a Lemma, we find that the class Jm,l

p,λ (ξ, α) is the closed convex hull of a set M .

Lemma 2.1. A function f(z) = zp −
∞∑

k=p+1

akz
k belongs to Jm,l

p,λ (ξ, α) if and only if

(7)

∞∑
k=p+1

ψ(k)ak 6 (p− α)[ξ(p− 1) + 1] (p ∈ N = {1, 2, ..}).

where

(8) ψ(k) = (k − α)[ξ(k − 1) + 1]
(

1 +
λ(k − p)
p+ l

)m
.

Proof. If we taking n = 1 and

bk =
(

1 +
λ(k − p)
p+ l

)m
ak,

then this Lemma is an immediate consequence of Altintas et al. [1] (Also see Xiong [21], Lemma 1])

in function f∇(z) = zp −
∞∑

k=p+1

bkz
k. �

Lemma 2.2. If M = {fk(z) : k = p, p + 1, p + 2, ...}, then Jm,l
p,λ (ξ, α) = HM , where fk(z) are

determined by fp(z) = zp, k = p,

fk(z) = zp − (p− α)[ξ(p− 1) + 1]

ψ(k)
zk, k > p+ 1.

Proof. Suppose that f(z) ∈ HM and

f(z) = λpfp(z) +

∞∑
k=p+1

λkfk(z), λk > 0, λp +

∞∑
k=p+1

λk = 1.

Making use of the elements in M , we can express

f(z) = λpz
p +

∞∑
k=p+1

λk

[
zp − (p− α)[ξ(p− 1) + 1]

ψ(k)
zk
]

= λpz
p +

∞∑
k=p+1

λkz
p −

∞∑
k=p+1

λk
(p− α)[ξ(p− 1) + 1]

ψ(k)
zk

=
(
λp +

∞∑
k=p+1

λk

)
zp −

∞∑
k=p+1

λk
(p− α)[ξ(p− 1) + 1]

ψ(k)
zk

= zp −
∞∑

k=p+1

λk
(p− α)[ξ(p− 1) + 1]

ψ(k)
zk = zp −

∞∑
k=p+1

bkz
k,

where

(9) bk = λk
(p− α)[ξ(p− 1) + 1]

ψ(k)
.

Consequently, by using (2.3) and the Lemma 2.1, we are lead to

∞∑
k=p+1

ψ(k)

(p− α)[ξ(p− 1) + 1]
bk =

∞∑
k=p+1

λk = 1− λp 6 1,

thus, it follows that f(z) ∈Jm,l
p,λ (ξ, α). This implies HM ⊂Jm,l

p,λ (ξ, α).



4 XIONG AND LIU

We next consider Jm,l
p,λ (ξ, α) ⊂ HM . If a function f(z) ∈Jm,l

p,λ (ξ, α), recalling Lemma 2.1 we see
that

ak 6
(p− α)[ξ(p− 1) + 1]

ψ(k)
(k > p+ 1).

Here, taking

λk =
ψ(k)

(p− α)[ξ(p− 1) + 1]
ak,

where k > p+ 1 and λp = 1−
∞∑

k=p+1

λk, then we can know 0 6 λk 6 1, k > p. Hence, we conclude that

f(z) = zp −
∞∑

k=p+1

akz
k = zp −

∞∑
k=p+1

(p− α)[ξ(p− 1) + 1]

ψ(k)
λkz

k

= zp −
∞∑

k=p+1

λk

[
zp −

(
zp − (p− α)[ξ(p− 1) + 1]

ψ(k)
zk
)]

= zp −
∞∑

k=p+1

λkz
p +

∞∑
k=p+1

λk

(
zp − (p− α)[ξ(p− 1) + 1]

ψ(k)
zk
)

=
(

1−
∞∑

k=p+1

λk

)
zp +

∞∑
k=p+1

λkfk(z) =

∞∑
k=p

λkfk(z).

This proves that Jm,l
p,λ (ξ, α) ⊂ HM and completes the proof of Lemma 2.2. �

Lemma 2.3. ([11],P44) Let X be a locally convex linear topological space and let U be a compact subset
of X. If HU be a compact then EHU ⊂ U .

3. Compactness and Extreme points

In this section, we prove that the class Jm,l
p,λ (ξ, α) is compact subset of Ap, which can help us to

obtain the extreme points of Jm,l
p,λ (ξ, α) and to complete the works in section 4.

Theorem 3.1. The class Jm,l
p,λ (ξ, α) is a compact subset of Ap.

Proof. We need to prove Jm,l
p,λ (ξ, α) is closed and locally uniformly bounded. Suppose that

f(z) = zp −
∞∑

k=p+1

akz
k ∈Jm,l

p,λ (ξ, α)

and |z| 6 r, 0 < r < 1, then

|f(z)| 6 rp +

∞∑
k=p+1

ψ(k)|ak|
rk

ψ(k)
6 rp + (p− α)[ξ(p− 1) + 1]

∞∑
k=p+1

rk

ψ(k)
.

Moreover, it is easy to see that

lim
k−→∞

sup
( rk

ψ(k)

) 1
k

= r lim
k−→∞

sup(ψ(k))−
1
k = r < 1,

this shows that the series
∞∑

k=p+1

rk

ψ(k) is convergent, so the results above assert that Jm,l
p,λ (ξ, α) is locally

uniformly bounded.

We next prove that the Jm,l
p,λ (ξ, α) is sequentially closed and suppose that

{fJ(z)} ⊂Jm,l
p,λ (ξ, α) ⊂ Vp ⊂ Ap
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and {fJ(z)} → f(z) as J → ∞, where fJ(z) = zp −
∞∑

k=p+1

aJkz
k. In fact, Weierstrass’ theorem asserts

f(z) ∈ Vp([11], P38), so we can set f(z) = zp −
∞∑

k=p+1

akz
k, thus, it is easy to know that aJk → ak as

J→∞. Because of Lemma 2.1 and fJ(z) ∈Jm,l
p,λ (ξ, α), for a positive integer H, then we have

H∑
k=p+1

ψ(k)aJk 6
∞∑

k=p+1

ψ(k)aJk 6 (p− α)[ξ(p− 1) + 1].

Choosing J→∞, it follows that

H∑
k=p+1

ψ(k)ak 6 (p− α)[ξ(p− 1) + 1].

Furthermore, taking H→ +∞, this leads to

∞∑
k=p+1

ψ(k)ak 6 (p− α)[ξ(p− 1) + 1],

which implies that f(z) ∈Jm,l
p,λ (ξ, α). This completes the proof of Theorem 3.1. �

Theorem 3.2. EJm,l
p,λ (ξ, α) = M , where M is defined as Lemma 2.2.

Proof. Suppose that

zp − (p− α)[ξ(p− 1) + 1]

ψ(k)
zk = tg1(z) + (1− t)g2(z),

where

gi(z) = zp −
∞∑

k=p+1

ak, iz
k ∈Jm,l

p,λ (ξ, α), 0 < t < 1, i = 1, 2,

then we have

(10)
(p− α)[ξ(p− 1) + 1]

ψ(k)
= tak,1 + (1− t)ak,2.

Since gi(z) ∈Jm,l
p,λ (ξ, α), Lemma 2.1 gives

(11) ak,i 6
(p− α)[ξ(p− 1) + 1]

ψ(k)
, i = 1, 2.

The (10) and (11) imply that

ak,1 = ak,2 =
(p− α)[ξ(p− 1) + 1]

ψ(k)
.

Thus, we can know that g1(z) = g2(z), which gives us

fk(z) = zp − (p− α)[ξ(p− 1) + 1]

ψ(k)
zk ∈ EJm,l

p,λ (ξ, α), k > p+ 1.

Likewise, we also can obtain fp(z) = zp ∈ EJm,l
p,λ (ξ, α). In fact, we get M ⊂ EJm,l

p,λ (ξ, α). Again, us-

ing the Lemma 2.2, we know Jm,l
p,λ (ξ, α) = HM . Moreover, Theorem 3.1 shows that M ⊂Jm,l

p,λ (ξ, α)

is a compact set, thus, using the Lemma 2.3, it suffices to verify that EJm,l
p,λ (ξ, α) = EHM ⊂ M .

This completes the proof of Theorem 3.2. �
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4. Applications of extreme points theorem

We want to maximize the |f (X)(z)|(X = 0, 1, 2, ...) over Jm,l
p,λ (ξ, α) by making critical use of the

information about extreme points. For this point, let linear functional J : Jm,l
p,λ (ξ, α)→ R be defined

as:

J(f) = |f (X)(z)|, f(z) ∈Jm,l
p,λ (ξ, α),X = {0, 1, 2, ...}.

It is easy to see that J is a continuous and convex functional. By using the known Krein-Milman
theorem, ([11], P45, Theorem 4.6) gives a important result: let F be a compact subset of A and J is
a real-valued, continuous, convex functional on HF , then

max{J(f) : f ∈ HF} = max{J(f) : f ∈ F} = max{J(f) : f ∈ EHF}.

Thus, following the Lemma 2.2, Theorem 3.1 and Theorem 3.2, we can know that

max{|f (X)(z)| : f ∈Jm,l
p,λ (ξ, α)} = max{|f (X)(z)| : f ∈ HM }

= max{|f (X)(z)| : f ∈M }.

Hence, in order to solve the extremal problems on |f (X)(z)| over Jm,l
p,λ (ξ, α), it needs only to solve

them over the smaller class M . We next turn to consider the |f (X)(z)| over M . In Lemma 2.2, taking
the function

f(z) = zp − (p− α)[ξ(p− 1) + 1]

ψ(k)
zk, k > p+ 1,

and after some simplifications, then we have
f (χ)(z) =

p!

(p− χ)!
zp−χ − (p− α)[ξ(p− 1) + 1]k!

(k − χ)!ψ(k)
zk−χ, χ = 0, 1, 2, ..., p

f (χ)(z) = − (p− α)[ξ(p− 1) + 1]k!

(k − χ)!ψ(k)
zk−χ, χ = p+ 1, p+ 2, ..., k

f (χ)(z) = 0, χ > k.

Setting χ ∈ N0 = {0, 1, 2, ...}, 0 < r < 1, we define the sequence {J (χ)
k } as follows:

Case I: if χ = 0, then

J
(χ)
k =

{
0, k < p+ 1,
(p−α)[ξ(p−1)+1]

ψ(k) rk, k > p+ 1.

Case II: if χ ∈ N = {1, 2, 3, ...}, then

J
(χ)
k =

0, k < max{χ, p+ 1},
(p− α)[ξ(p− 1) + 1]k!

(k − χ)!ψ(k)
rk−χ, k > max{χ, p+ 1}.

We can easily prove that J
(χ)
k → 0 as k →∞, this implies that there is a kχ ∈ {p+1, p+2, ...}(χ ∈ N0),

such that

(12) J
(χ)
kχ

= max{J (χ)
k : k = p+ 1, p+ 2, ...}.

Finally, we now present the deserved results according to the analysis above.

Theorem 4.1. Suppose that f(z) = zp −
∞∑

k=p+1

akz
k ∈Jm,l

p,λ (ξ, α), where |z| = r < 1, then

(1) If χ = 0, 1, 2, ..., p, we have N1 6 |f (χ)(z)| 6 N2, where

N1 =
p!

(p− χ)!
rp−χ − (p− α)[ξ(p− 1) + 1]kχ!

(kχ − χ)!ψ(kχ)
rkχ−χ

and

N2 =
p!

(p− χ)!
rp−χ +

(p− α)[ξ(p− 1) + 1]kχ!

(kχ − χ)!ψ(kχ)
rkχ−χ.
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(2)If χ = p+ 1, p+ 2, ..., we have

− (p− α)[ξ(p− 1) + 1]kχ!

(kχ − χ)!ψ(kχ)
rkχ−χ 6 |f (χ)(z)| 6 (p− α)[ξ(p− 1) + 1]kχ!

(kχ − χ)!ψ(kχ)
rkχ−χ.

All the above kχ is defined as (12), and ψ(kχ) are the values of ψ(k) in (2.2) whenever k = kχ. The
results are sharp and the extremal functions are given by the M of Lemma 2.2.

Two special cases of Theorem 4.1 when m = 0, ξ = 0 and m = 0, ξ = 1 yield, respectively,

Corollary 4.1. Suppose that f(z) = zp −
∞∑

k=p+1

akz
k ∈ S∗p(α), where |z| = r < 1, then

(1) If χ = 0, 1, 2, ..., p, we have N1 6 |f (χ)(z)| 6 N2, where

N1 =
p!

(p− χ)!
rp−χ − (p− α)kχ!

(kχ − χ)!(kχ − α)
rkχ−χ

and

N2 =
p!

(p− χ)!
rp−χ +

(p− α)kχ!

(kχ − χ)!(kχ − α)
rkχ−χ

(2)If χ = p+ 1, p+ 2, ..., we have

− (p− α)kχ!

(kχ − χ)!(kχ − α)
rkχ−χ 6 |f (χ)(z)| 6 (p− α)kχ!

(kχ − χ)!(kχ − α)
rkχ−χ,

All the above kχ is defined as (12). The results are sharp and the extremal functions are given by the
M of Lemma 2.2.

Corollary 4.2. Suppose that f(z) = zp −
∞∑

k=p+1

akz
k ∈ Kp(α), where |z| = r < 1, then

(1) If χ = 0, 1, 2, ..., p, we have N1 6 |f (χ)(z)| 6 N2, where

N1 =
p!

(p− χ)!
rp−χ − (p− α)p · kχ!

(kχ − χ)!(kχ − α)kχ
rkχ−χ

and

N2 =
p!

(p− χ)!
rp−χ − (p− α)p · kχ!

(kχ − χ)!(kχ − α)kχ
rkχ−χ

(2)If χ = p+ 1, p+ 2, ..., we have

− (p− α)p · kχ!

(kχ − χ)!(kχ − α)kχ
rkχ−χ 6 |f (χ)(z)| 6 (p− α)p · kχ!

(kχ − χ)!(kχ − α)kχ
rkχ−χ.

All the above kχ is defined as (12). The results are sharp and the extremal functions are given by the
M of Lemma 2.2.

Remark 4.1. In fact, various other interesting consequences of our main results (which are asserted by
Theorems 3.1, 3.2 and 4.1 and Corollaries 4.1 to 4.2 above) can be derived by appropriately choosing
special parameters as the Remark 1.1 and Remark 1.2. The details may be left as an exercise for the
interested reader.
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