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#### Abstract

In this paper, we propose a new approach for building computer experiment designs using the continuum random cluster point process, also referred to as the connected component Markov point process. Our method involves generating designs through the Markov Chain Monte Carlo method (MCMC) and the Random Walk Metropolis Hastings algorithm (RWMH algorithm), which can be easily scaled to meet various objectives. We have conducted a comprehensive study on the convergence of the Markov chain and compared our approach with existing computer experiment designs. Overall, our approach offers a novel and flexible solution for constructing computer experiment designs.


## 1. INTRODUCTION

The development of modelling techniques, boosted by increased computing power, has led to the development of simulators with challenging complexity. The main difficulties stem from the high computing cost of the simulator, and from the size of the problem to deal with. It may become impossible to consider the direct use of the simulator with some applications, even after significantly reducing the size of the system. Hence, the alternative option would be to use one or more functions instead of the simulator. These functions are generally relatively simple, and can be obtained by means of approximation or interpolation from computer experiment designs.

In order to achieve a more thorough exploration of the parameter space and obtain information throughout the entire experimental area, we propose a method for constructing computer
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experiment designs with points uniformly distributed in the unit hypercube. To accomplish this, we employ the Continuum Random Cluster Process (CRCP) ([1], [2], [3], [4]) to simulate the $n$ computer experiments, which make up the computer experiment designs. Although the process is not Markovian under Ripley-Kelly [5], it is Markovian with respect to a new neighborhood relationship that depends on the configuration $x$ (as defined in Definition 2.1) and the relation $\sim x$ (as defined in Definition 2.3) for nearest neighbours.

Franco (2008) [6] introduced computer experiment designs based on Strauss point processes that incorporate the concept of interaction between pairs of points. Elmossaoui et al (2020) ([7], [8]) proposed computer experiment designs using Marked Strauss point processes that can achieve multiple objectives simultaneously. The first objective is related to the distribution of points, while the second objective concerns the specification of the marks of those points. In contrast to the aforementioned approaches, CRCPs are an alternative that allows for the creation of models with more or less regular spatial distributions without constraints on parameters. To generate the designs proposed in this work, we will use simulation techniques via MCMC methods and Metropolis-Hastings ([9], [10]) algorithm. There are several sub-types of Metropolis-Hastings algorithms, depending on the chosen transition density $q$. In this regard, we will develop the algorithm to generate a Markov chain of the random walk type, where the density $q$ is centred on the current value of the chain and is symmetrical. The proposed value $x_{t+1}$ takes the form $x_{t+1}+\varepsilon$, where $\varepsilon$ is a random perturbation that follows the $q$ density distribution and is independent of $x_{t}$.

This paper is organised as follows: section 2 is about some general definitions and notations. Section 3 concerns the construction of new computer experiment designs based on the use of CRCP by means of MCMC method and Metropolis-Hastings algorithm. Section 4 is about the study of the convergence of the algorithm. Finally, in section 5 we have compared our results with the existing ones.

## 2. PRELIMINARIES AND GENERAL DEFINITIONS

Let $(\Omega, \mathcal{B}, \mathrm{P})$ be a probability space that models the random aspects of the experiments. Let $\chi$ be a nonempty set equipped with a Euclidean distance $d$, making it a complete and separable metric space. In most cases, $\chi$ will be equal to $[0,1]^{p}$ (a subset of $\mathbb{R}^{p}$ ), where $p$ is the number of continuous factors of interest $(p \geq 1)$. We will use $\mu$ to denote the Lebesgue measure associated with this space, considered with its Borel $\sigma$-algebra $\mathcal{B}$.

Definition 2.1. A completion $x$ of a point process $X$ on $\chi$ is defined as any locally finite collection of points from $\chi, x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, with $x_{i} \in(\chi, d)$ and $i \in \mathbb{N}$. In other words, it is a part $x \subset \chi$, so that $x \cap B$ is finite for every part $B$ of $\mathcal{B}$ that is Borelean and limited.

Let $N^{l f}$ denote the set of the locally finite point configurations, $x, y \ldots$ are configurations on $\chi$, and $x_{i}, y_{i} \ldots$ points from these configurations.
Definition 2.2. A point process on $\chi$ is an application $X$ of a probability space $(\Omega, \mathcal{B}, \mathrm{P})$ within the set of the locally finite point configurations $N^{l f}$, so that for every limited Borelean B , the number of points $N(\mathrm{~B})=N_{X}(\mathrm{~B})$ of points of $X$ falling on B is a finite random discrete variable.

In this definition, $\chi$ can be replaced with a general complete metric space. However, it is important to note that the implementation of a point process is, at most, countable and without accumulation points. If $\chi$ is bounded, then $N_{X}(\chi)$ is almost surely finite and the point process is said to be finite. We shall consider here only simple point processes that do not allow the repetition of points, in which case the realization $x$ of the point process coincides with a subset of $\chi$.

Definition 2.3. Let $\sim$ be a binary relation that is symmetrical and reflexive on $\chi$. Two points $x_{i}$ and $x_{i}$, are said to be neighbours if $x_{i} \sim x_{i \prime}$. The neighbourhood of $y \subset x$ is given by:

$$
\partial(y \mid x)=\left\{x_{i} \in x \text { and } x_{i} \notin y: \exists x_{i^{\prime}} \in y \text { so that } x_{i,} \sim x_{i}\right\}
$$

For example, $x_{i} \sim x_{i}$, if $d\left(x_{i}, x_{i^{\prime}}\right) \leq r$ is the $r$-neighbourhood relation on $(\chi, d)$, and $r>0$ being a fixed radius.

Definition 2.4. Let $B(x)=\left\{\mathrm{U}_{x_{i} \in x} B\left(x_{i}, \frac{r}{2}\right)\right\} \cap$ be the reunion of balls centered at points $x_{i}$ of $x$, of radius $\frac{r}{2}$, and limited at $\chi$. Two points $x_{i}$ and $x_{i}$, of $x$ are said to be connected for $x$ if $x_{i}$ and $x_{i^{\prime}}$ are in the same connected component of $B(x)$. Such relation shall be noted $x_{i} \sim_{x} x_{i,}$.

Definition 2.5. Let $X$ be a point process of density $\pi$ in relation to a Poisson point process of law $\pi_{v}(\cdot)$ and intensity $v(\cdot)$. The process $X$ is the nearest-neighbour Markov point processes with regard to the relation $\sim_{x}$ if, for every configuration $x \in N^{l f}$, where $\pi(x)>0$, then we have what follows:

$$
\begin{equation*}
\pi(y)>0 \text { for every } y \subset x \tag{i}
\end{equation*}
$$ $\forall x_{i} \in \chi$, then : $\lambda\left(x_{i}, x\right)=\frac{f\left(\left(x \cup\left\{x_{i}\right\}\right)\right.}{f(x)}$ depends only on $x_{i}, \partial\left(\left\{x_{i}\right\} \mid x \cup\left\{x_{i}\right\}\right) \cap x$, and the two relations $\sim_{x}$ and $\sim_{x \cup\left\{x_{i}\right\}}$.

The quotient $\lambda\left(x_{i}, x\right)$ being the Papangelou conditional density.

## 3. COMPUTER EXPERIMENT DESIGN USING NEAREST-NEIGHBOUR MARKOV POINT PROCESS

Identically to the way we proceeded in ([7], [8]), we consider each experiment to be a point or particle defined on the interval $[0,1]^{p}$, and each configuration $x$ as an experiment design. We thus simulate $n$ experiments to implement a continuum random cluster process. It is worth noting that the continuum random cluster process has interaction potentials. These interactions are defined by the neighbourhood properties as given by a Markov chain on the nearest neighbours [3]. The interaction potential used is the connectedness interaction. These object processes are important in modelling repulsive phenomena. The probability density of the process is given as:

$$
\begin{equation*}
\pi(x)=k \quad \beta^{n(x)} \gamma^{h(x)} \tag{3.1}
\end{equation*}
$$

where $k$ is a positive normalization constant which makes $\pi$ a density, $\beta$ a positive scaling parameter, $n(x)$ denotes the number of points of the configuration $x, \gamma$ is a repulsion parameter such as $0<$ $\gamma<1$, and $h(x)=-a(x)$, where $a(x)$ refers to the area of the reunion of balls $B(x)$, or $h(x)=$ $-c(x)$, with $c(x)$ referring to the number of connected components of $B(x)$.

Through this article, we aim to study the connected component process with a probability density:

$$
\begin{equation*}
\pi(x)=k \quad \beta^{n(x)} \gamma^{-c(x)} \tag{3.2}
\end{equation*}
$$

We note that the connected component process is not a Markov process under Ripley and Kelly [5]. Actually, two points of $\chi$ can be neighbours with the relation $\sim x$ while being arbitrarily far from one another in $\chi$ with regard to the Euclidean distance. Connectedness through connected components shall link two points in case there exists a string of balls of radius $r$, centred at points $x_{i}$ of $x$, and joining with one another. The Papangelou conditional intensity function of the process with connectedness interaction is given as follows [11]:

$$
\lambda\left(x_{i}, x\right)=\beta \gamma^{c(x)-c\left(x \cup\left\{x_{i}\right\}\right)}
$$

Nevertheless, $\lambda\left(x_{i}, x\right)$ can depend on a point $x_{i}, \in x$ arbitrarily far from $x_{i}$ in $\chi$, and we can select a configuration $y$ so that, for every $x=y \cup\left\{x_{i^{\prime}}\right\}, c(y)=2$ and $c(x)=c\left(x \cup\left\{x_{i}\right\}\right)=1$. Hence, for every $r>0$, the process is not Markovian under Ripley-Kelly for the usual $r$-neighbourhood relation. However, if $x_{i^{\prime}} \in x$ is not connected to $x_{i}$ in $B\left(x \cup\left\{x_{i}\right\}\right)$, then $x_{i^{\prime}}$ will not contribute to
the difference $c(x)-c\left(x \cup\left\{x_{i}\right\}\right)$, and $\lambda\left(x_{i}, x\right)$ will not depend on $x_{i^{\prime}}$, in this case the process is nearest-neighbour Markov point process for the nearest neighbour $\sim_{x}$ relation.
3.1. Generating computer experiment designs via the connected component processes using

MCMC method and RWMH algorithm
MCMC method allows the simulation of a $\pi$ density using an ergodic Markov chain $\left\{X_{0}, X_{1}, \ldots, X_{N_{M C M C}}\right\}$; the former being a stationary distribution. To establish such a chain, we use RWMH algorithm. The basic idea of the algorithm is to build a transition $P_{M H}$, which is $\pi$ reversible. $P_{M H}$ shall, then, be $\pi$-invariant. This shall be done in two steps:

- Change proposition transition: we start by proposing a change $x \rightarrow y$ according to a density $q(x, \cdot)$.
- Change acceptance probability: change is, then, accepted with the probability $a(x, y), a$ : $\Omega \times \Omega \rightarrow[0,1]$.

RWMH algorithm includes an instrumental Markov chain the transition density of which depends on the current state; more precisely it satisfies the equation: $q(x, y)=q(y-x)$. In addition, we can choose an instrumental density $N\left(x, \sigma^{2}\right)$. So, given a current state $x$, the algorithm generates a potential state $y$ stemming from a normal distribution centered at $x$ and having $\sigma^{2}$ as a variance. If the new state is accepted the next potential state shall be generated according to a distribution $N\left(y, \sigma^{2}\right)$. Else, $x$ shall be maintained as current state and another possible state y shall be proposed according to a distribution $N\left(x, \sigma^{2}\right)$. The algorithm, as defined, generates a Markov chain the transition probabilities of which are given as follows [12]:

$$
P_{M H}(x, y)=a(x, y) q(x, y)+1_{(x=y)}\left[1-\int_{\Omega} a(x, z) q(x, z) d z\right]
$$

$P_{M H}$ is $\pi$-reversibility if and only if the balance equation below is satisfied:

$$
\forall x, y \in \Omega: \pi(x) \times q(x, y) \times a(x, y)=\pi(y) \times q(y, x) \times a(y, x)
$$

For a couple $(x, y)$, let's define Metropolis-Hastings acceptance probability as :

$$
a(x, y)=\frac{\pi(y) \times q(y, x)}{\pi(x) \times q(x, y)}
$$

The RWMH algorithm with the distribution $N\left(x, \sigma^{2}\right)$ has an additional property conferred by the symmetry of the instrumental density, mainly due to the fact that $q(x, y)=q(y, x)$. This characteristic simplifies the calculation of $a$ :

$$
a(x, y)=\frac{\pi(y)}{\pi(x)}=\frac{k \beta^{n(y)} \gamma^{-c(y)}}{k \beta^{n(x)} \gamma^{-c(x)}}=\gamma^{c(x)-c(y)}
$$

3.2. Algorithm for the construction of proposed experiment designs

The computer experiment designs proposed in this work, referred to as connected component designs (CCD), are generated through the algorithm presented below, which is a variation of the random walk Metropolis Hastings algorithm.

## Algorithm

- Initialisation
- Choose an initial experiment design $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ according to a given probability distribution. For instance the normal probability distribution.
- Take $X_{0}=x$.
- For $N=1,2, \ldots, N_{M C M C}$

For $k=, \ldots, n$

- Randomly choose a spin $s$ uniformly on $\{1, \ldots, n\}$
- Simulate an experiment $y_{j}$ according to a proposed distribution $q \sim N\left(x_{s}, \sigma^{2}\right)$. Thus, we take as a new configuration:

$$
y=\left(x_{1}, x_{2}, \ldots x_{s-1}, y_{j}, x_{s+1} \ldots, x_{n}\right)
$$

- Calculate the acceptance probability:

$$
a(x, y)=\operatorname{Min}\left(1, \gamma^{c(x)-c(y)}\right)
$$

- Take $x=\left\{\begin{array}{l}y \text { with a probability } a \\ x \text { with a probability } 1-a\end{array}\right.$

End for $k$

Take $X_{N}=x$.

## End for $N$

For $\mathrm{N}=1000$, figure 1 shows the convergence towards a configuration that satisfies the connected component property starting from an initial configuration of 30 points, drawn from a normal distribution with mean 0 and variance 1 .


Figure 1. Left, an initial configuration of 30 points with $c(x)=6$. Right, a final configuration with $c(x)=30(\gamma=0,01, r=0,19$ and $\sigma=0,05)$.

### 3.3. Influence of parameters

The figure below shows the influence of the parameter $r$ on the final distribution. The choice of the radius proves to be important. A radius that is too small generates a distribution without interaction, but with numerous deficiencies. However, a radius that is too large leads to a distribution with clusters.


Figure 2. Left, a configuration of 30 points $\gamma=0.01$ and $r=0.1$. Right, a configuration for $\gamma=0.01$ and $r=0.3$

The same as with the interaction radius, it is important to adequately set the attraction parameter $\gamma$. The figure below shows that it is easier to generate a distribution that meets the criteria of filling the space with a strong attraction parameter.


Figure 3. Left, a configuration of 30 points $\gamma=0.01$ and $r=0.19$. Right, a configuration for $\gamma=0.1$ and $r=0.19$

## 4. STUDY OF CONVERGENCE

In this section, we shall prove the convergence of the sequence of computer experiment designs $\left\{X_{0}, X_{1}, \ldots, X_{N_{\text {MСМС }}}\right\}$ generated with the construction algorithm previously introduced towards the invariant distribution $\pi$ of a connected component process. This sequence is the realization of a Markov chain with transition kernel:

$$
P(x, y)=P_{M H}^{n}(x, y)
$$

Moreover, it is important to know whether the distribution of the last generated design $X_{N_{M C M C}}$ is close to the distribution $\pi$. To this end, let us state the main results that are of interest to us here:

Proposition 4.1. On a finite space, the transition kernel $P=P_{M H}^{n}$ of the Markov chain $\left(X_{N}\right)_{N \geq 0}$ obtained from the construction algorithm is irreducible and positive recurrent. The distribution $\pi$ is the unique stationary distribution of $P ; P$ being aperiodic and a primitive kernel.

Proof of proposition 4.1. Let us prove that the transition mechanism $P_{M H}$ meets the three following conditions related to the distribution $\pi$ of the connected component process, defined in (3.2): $\pi-$ reversibility, $\pi$-stationary and $\pi$-irreductibility.

The chain is said to be reversible with respect to the target distribution $\pi(\cdot)$ if its transition kernel satisfies:

$$
\forall x, y \in \Omega, \mathrm{~B} \in \mathcal{B}: \int_{\Omega} 1_{B(x, y)} \pi(x) P_{M H}(x, y) d x=\int_{\Omega} 1_{B(x, y)} \pi(y) P_{M H}(y, x) d y
$$

Let $x, y \in \Omega$ and $\mathrm{B} \in \mathcal{B}$. Then we have:

$$
\begin{aligned}
& \int_{\Omega} 1_{B(x, y)} \pi(x) P_{M H}(x, y) d x=\int_{\Omega} 1_{B(x, y)} \pi(x) a(x, y) q(x, y) d x \\
&+\int_{\Omega} 1_{B(x, y)} \pi(x)\left[\int_{\Omega} 1-a(x, z) q(x, z) d z\right] \delta_{x}(y) d x \\
&=\int_{\Omega} 1_{B(x, y)} \pi(x) a(x, y) q(x, y) d x+\int_{\Omega} 1_{B(x, x)} \pi(x)\left[\int_{\Omega} 1-a(x, z) q(x, z) d z\right] d x
\end{aligned}
$$

By construction $a$ and $q$ satisfy,

$$
\begin{aligned}
\pi(x) a(x, y) q(x, y) & =k \beta^{n(x)} \gamma^{-c(x)} \min \left\{1, \gamma^{c(x)-c(y)}\right\} q(x, y) \\
& =k \min \left\{\beta^{n(x)} \gamma^{-c(x)}, \beta^{n(x)} \gamma^{-c(y)}\right\} q(x, y)
\end{aligned}
$$

And since $n(x)=n(y)$ and $q(x, y)=q(y, x)$. Then we have:

$$
\begin{aligned}
\pi(x) a(x, y) q(x, y)= & k \min \left\{\beta^{n(x)} \gamma^{-c(x)}, \beta^{n(y)} \gamma^{-c(y)}\right\} q(y, x) \\
& =k \beta^{n(y)} \gamma^{-c(y)} \min \left\{\gamma^{c(y)-c(x)}, 1\right\} q(y, x) \\
= & \pi(y) a(y, x) q(y, x) .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\int_{\Omega} 1_{B(x, y)} \pi(x) P_{M H}(x, y) & d x=\int_{\Omega} 1_{B(x, y)} \pi(y) a(y, x) q(y, x) d x \\
+ & \int_{\Omega} 1_{B(y, y)} \pi(y)\left[\int_{\Omega} 1-a(y, z) q(y, z) d z\right] d y \\
& =\int_{\Omega} 1_{B(x, y)} \pi(y) P_{M H}(y, x) d y
\end{aligned}
$$

This is the condition of $\pi$ - reversibility of the transition mechanism $P_{M H}$.
A measure $\pi(\cdot)$ is said to be stationary for the transition kernel $P_{M H}$ if:
$\forall x, y \in \Omega ; \mathrm{B}, \mathrm{A} \in \mathcal{B}: \int_{\Omega} 1_{B(x, y)} \pi(x) P_{M H}(x, \mathrm{~A}) d x=\int_{\Omega} 1_{B(x, y)} \pi(x) d x$
Let $x \in \Omega$, and $\mathrm{B} \in \mathcal{B}$. Then for every Borelean A of $\mathcal{B}$ we have:

$$
\begin{aligned}
& \int_{\Omega} 1_{B(x, y)} \pi(x) P_{M H}(x, \mathrm{~A}) d x \\
& \quad=\int_{\Omega} 1_{B(x, y)} \pi(x)\left[\int_{\Omega} a(x, y) q(x, y) d y\right] d x+\int_{\Omega} 1_{B(x, y)} \pi(x)\left[\int_{\Omega} 1-a(x, z) q(x, z) d z\right] \delta_{x}(y) d \\
& \quad=\int_{\Omega} 1_{B(x, y)} \pi(x)\left[\int_{\Omega} a(x, y) q(x, y) d y\right] d x+\int_{\Omega} 1_{B(x, x)} \pi(x)\left[\int_{\Omega} 1-a(x, z) q(x, z) d z\right] d x \\
& \quad=\int_{\Omega} \int_{\Omega} 1_{B(x, y)} \pi(x) a(x, y) q(x, y) d y d x+\int_{\Omega} 1_{B(x, x)} \pi(x) d x-\int_{\Omega} \int_{\Omega} \pi(x) a(x, z) q(x, z) d z d x \\
& \quad=\int_{\Omega} 1_{B(x, x)} \pi(x) d x
\end{aligned}
$$

Consequently, the chain assumes $\pi$ as a stationary distribution.
A measure $\pi(\cdot)$ is said to be irreducible for the transition kernel $P_{M H}$ of a Markov chain if:

$$
\forall \mathrm{A} \in \mathcal{B} \text { so that } \pi(\mathrm{A})>0 \Rightarrow \exists t: P_{M H}{ }^{t}(x, \mathrm{~A})>0
$$

Let A be a borelean of $\mathcal{B}$, and for $t=1$ we have:

$$
\begin{aligned}
\int_{\Omega} 1_{B(x, \mathrm{~A})} P_{M H}(x, \mathrm{~A}) d x & =\int_{\Omega} 1_{B(x, \mathrm{~A})} a(x, \mathrm{~A}) q(x, \mathrm{~A}) d x+\int_{\Omega} 1_{B(x, \mathrm{~A})}\left[\int_{\Omega} 1-a(x, z) q(x, z) d z\right] \delta_{x}(A) d x \\
& =\int_{\Omega} 1_{B(x, \mathrm{~A})} a(x, \mathrm{~A}) q(x, \mathrm{~A}) \mathrm{dx}+\int_{\Omega} 1_{\mathrm{B}(x, x)}\left[\int_{\Omega} 1-a(x, z) q(x, z) d z\right] d x \\
& =\int_{\Omega} 1_{B(x, \mathrm{~A})} a(x, \mathrm{~A}) q(x, \mathrm{~A}) d x+1-\int_{\Omega} \int_{\Omega} a(x, z) q(x, z) d z d x .
\end{aligned}
$$

Since $a(x, \mathrm{~A})=\min \left(1 ; \gamma^{c(x)-c(\mathrm{~A})}\right)$ and $a(x, z)=\min \left(1 ; \gamma^{c(x)-c(z)}\right)$, then four possible cases can be distinguished:

- If $a(x, \mathrm{~A})=1$ and $a(x, z)=1$ then:

$$
\begin{aligned}
\int_{\Omega} 1_{B(x, \mathrm{~A})} P_{M H}(x, \mathrm{~A}) d x= & \int_{\Omega} 1_{B(x, \mathrm{~A})} q(x, \mathrm{~A}) d x+1-\int_{\Omega} \int_{\Omega} q(x, z) d z d x \\
& =\int_{\Omega} 1_{B(x, \mathrm{~A})} q(x, \mathrm{~A}) d x>0 .
\end{aligned}
$$

- If $a(x, \mathrm{~A})=1$ and $a(x, z)=\gamma^{c(x)-c(z)}$ then:

$$
\begin{aligned}
\int_{\Omega} 1_{B(x, \mathrm{~A})} P_{M H}(x, \mathrm{~A}) d x & =\int_{\Omega} 1_{B(x, \mathrm{~A})} q(x, \mathrm{~A}) d x+1-\int_{\Omega} \int_{\Omega} \gamma^{c(x)-c(z)} q(x, z) d z d x \\
= & \int_{\Omega} 1_{B(x, \mathrm{~A})} q(x, \mathrm{~A}) d x+1-\gamma^{c(x)-c(z)}>0
\end{aligned}
$$

- If $a(x, \mathrm{~A})=\gamma^{c(x)-c(\mathrm{~A})}$ and $a(x, z)=1$ then:

$$
\begin{aligned}
\int_{\Omega} 1_{B(x, \mathrm{~A})} P_{M H}(x, \mathrm{~A}) d x & =\int_{\Omega} 1_{B(x, \mathrm{~A})} \gamma^{c(x)-c(\mathrm{~A})} q(x, \mathrm{~A}) d x+1-\int_{\Omega} \int_{\Omega} q(x, z) d z d x \\
& =\gamma^{c(x)-c(\mathrm{~A})} \int_{\Omega} 1_{B(x, \mathrm{~A})} q(x, \mathrm{~A}) d x>0 .
\end{aligned}
$$

- If $a(x, \mathrm{~A})=\gamma^{c(x)-c(A)}$ and $a(x, z)=\gamma^{c(x)-c(z)}$ then:

$$
\begin{aligned}
& \int_{\Omega} 1_{B(x, \mathrm{~A})} P_{M H}(x, \mathrm{~A}) d x=\int_{\Omega} 1_{B(x, \mathrm{~A})} \gamma^{c(x)-c(\mathrm{~A})} q(x, \mathrm{~A}) d x+1-\int_{\Omega} \int_{\Omega} \gamma^{c(x)-c(z)} q(x, z) d z d x \\
&=\gamma^{c(x)-c(\mathrm{~A})} \int_{\Omega} 1_{B(x, A)} q(x, \mathrm{~A}) d x+1-\gamma^{c(x)-c(z)} \int_{\Omega} \int_{\Omega} q(x, z) d z d x \\
&=\gamma^{c(x)-c(\mathrm{~A})} \int_{\Omega} 1_{B(x, A)} q(x, \mathrm{~A}) d x+1-\gamma^{c(x)-c(z)}>0 .
\end{aligned}
$$

So $\int_{\Omega} 1_{B(x, \mathrm{~A})} P_{M H}{ }^{t}(x, \mathrm{~A}) d x>0 \forall t \geq 0$, then $P_{M H}$ is $\pi$-irreducible.
Since $\pi$ is the invariant distribution of $P_{M H}$, then it remains so with $P$. As a matter of fact, $\pi P_{M H}=\pi$, and by recurrence on $n$ we get:

$$
\pi P_{M H}=\pi P_{M H}^{2}=\pi P_{M H}^{3}=\cdots=\pi P_{M H}^{n}=\pi
$$

Yet $P=P_{M H}^{n}$, then we get: $\pi P=\pi$. On the other hand, $\pi-$ reversibility of $P_{M H}$ leads to $\pi-$ reversibility of $P$, i.e:

$$
\pi(x) P_{M H}(x, y)=\pi(y) P_{M H}(y, x) \Rightarrow \pi(x) P(x, y)=\pi(y) P(y, x)
$$

Since $\pi P_{M H}=\pi P_{M H}{ }^{n}=\pi$, on then we shall get:

$$
\pi(x) P_{M H}(x, y)=\pi(x) P_{M H}^{n}(x, y)=\pi(y) P_{M H}(y, x)=\pi(y) P_{M H}^{n}(y, x)
$$

And since $P_{M H}{ }^{n}=P$, then we get: $\pi(x) P(x, y)=\pi(y) P(y, x)$.
By constructing $P=P_{M H}^{n}$, the $\pi$-irreducibility of $P_{M H}$ leads to $\pi$-irreducibility of $P$. If $P$ is $\pi$-irreducibile and has an invariant $\pi$ distribution, then $P$ is positive recurrent and $\pi$ is the unique invariant distribution of $P$ [13] (see, Proposition 1).

On the other hand, the chain generated by the construction algorithm shall be aperiodic as well provided there exists at least a pair of configuration $(x, y)$ so that $a(x, y)<1$, and we shall ultimately get $P(x, x)>0$. We are quick to notice that the chain is aperiodic since the event $X_{(N+1)}=X_{(N)}$ is likely at practically any moment. As a matter of fact, each state can, then, be visited at two subsequent iterations, thus $P^{1}(x, x)>0$, and their period is then equal to 1 .

Since the chain generated with the algorithm is irreducible and aperiodic, then its kernel with transition $P$ is primitive (a characterization of primitive Markov Kernel more common in probability theory is to say that are irreducible and aperiodic [14]).

Theorem 4.1. The Markov chain $\left(X_{k}\right)_{k \geq 0}$ obtained from the construction algorithm is uniformly ergodic, and its kernel $P$ realizes the simulation of the connected component process with density $\pi(x)=k \beta^{n(x)} \gamma^{-c(x)}$, i.e. $v P^{m}$ converges to $\pi$ as $m$ approaches infinity; where $v$ is an initial distribution, and we have :

$$
\left\|v P^{m}-\pi\right\| \rightarrow 0, m \rightarrow \infty
$$

Proof of theorem 4.1 Let $v$ be an initial distribution, for every integer $m$ and $\forall x \in N^{f}$ we have:

$$
\left\|v P^{m}(x, \cdot)-\pi\right\|=\left\|v P^{m}-\pi P^{m}\right\|
$$

On the other hand, $\left\|v P^{m}-\pi P^{m}\right\| \leq 2 C\left(P^{m}\right)$ and $C\left(P^{m}\right) \leq(C(P))^{m}$ [15] (see lemma 4.2.2, P.71), this implies that:

$$
\left\|v P^{m}(x, \cdot)-\pi\right\| \leq 2(C(P))^{m}
$$

Where, $C(P)$ is the Dobrushin contraction coefficient of $P$ [16]. According to proposition 4.1, the kernel $P$ is primitive, then $C(P)<1$ [15] (see lemma 4.2.3, $P .72$ ), so when $m$ approaches infinity, $\left\|v P^{m}-\pi\right\|$ tends towards zero. Hence, the chain is uniformly ergodic and converges towards the distribution defined in (3.2).

## 5. SIMULATION STUDY AND DISCUSSION

In this section, we will compare the quality of point distributions in the proposed designs using standard criteria to evaluate the degree of filling of the experimental space and the quality of the uniform distribution.

- Criterion of distance (Mindist): it is about maximizing the minimal distance between two points of the design [17].

$$
\text { Mindist }=\min _{i} \min _{j \neq i} d\left(x_{i}, x_{j}\right)
$$

Where, $d\left(x_{i}, x_{j}\right)$ is the Euclidean distance between the points $x_{i}$ and $x_{j}$.

- The coverage criterion (Cov): it helps to measure the gap between the points of the design and those of a regular grid. This criterion is invalid for a regular grid. Our goal, here, is to minimize this gap to get closer to a regular grid, hence ensuring the filling of the space without, however, reaching it to comply with a uniform distribution, mainly in projection on factorial axes [18].

$$
\operatorname{cov}=\frac{1}{\bar{\delta}} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\delta_{i}-\bar{\delta}\right)^{2}}
$$

Where $\delta_{i}=\min _{i \neq j}\left(d\left(x_{i}, x_{j}\right)\right)$ and $\bar{\delta}=\frac{1}{n} \sum_{i=1}^{n} \delta_{i}$. For regular grid, $\delta_{1}=\delta_{2}=\cdots=\delta_{n}$, then Cov=0.

- $\quad$ The mesh Ratio $(R)$ : is the ratio between maximal and minimal distances separating the points of the experimental design. In the case of a regular grid, $R=1$. Thus, when $R$ is close to the value 1 the points are close to those of a regular grid.

$$
R=\frac{\max _{i: 1, . n} \delta_{i}}{\min _{i: 1 . . n} \delta_{i}}
$$

- The Discrepancy criterion (Disc): Discrepancy measures the difference between the empirical distribution function of the design points and that of the uniform distribution. Unlike the previous three criteria, Discrepancy does not depend on the distance between points. There are different ways to measure Discrepancy, but in this study, we use the $L_{2}$ norm. [19].

$$
\operatorname{Disc}=\left(\frac{1}{3}\right)^{p}-\frac{2^{1-p}}{n} \sum_{i=1}^{n} \prod_{j=1}^{p}\left(1-\left(x_{i}^{j}\right)^{2}\right)+\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{k=1}^{n} \prod_{j=1}^{p}\left(1-\max \left(x_{i}^{j}-x_{k}^{j}\right)\right)
$$

In table 1, we present the results related to the discrepancy criterion for the proposed designs and compare them with sequences with low discrepancy (such as Halton sequence [20], Sobol sequence [21], and Faure sequence [22]). It is interesting to note that the proposed designs have similarly low discrepancies as those of the low discrepancy sequences.

Table 1. Discrepancy values for CCD designs: a low discrepancy Halton sequence, a low discrepancy Sobol sequence and a low discrepancy Faure sequence. The presented results cover three, five, seven, and ten dimensions.

| Dimension | Number of <br> Points | CCD | Halton <br> Sequence | Sobol <br> Sequence | Faure <br> Sequence |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 3 | 20 | 0,001224 | 0,00173285 | 0,001382617 | $\underline{0,00113882}$ |
| 5 | 40 | 0,000634 | 0,00040004 | $\underline{\underline{0,000260329}}$ | 0,00028458 |
| 7 | 60 | 0,000257 | 0,00012451 | $\underline{0,000074156}$ | 0,00012455 |
| 10 | 00 | 0,0000140 | 0,00005601 | $\underline{\underline{0,000007428}}$ | 0,00001327 |

The underlined values represent the lowest values for each dimension.

The designs presented in this article are also compared with commonly used designs in computer experiments, excluding sequences with weak discrepancy. To ensure meaningful results, the criteria have been tested on 80 designs. The designs considered in this section are typically the following:

- Random Designs (RD).
- Latin Hypercube Sampling (LHS) [23].
- Maximin LHS Designs (mLHS) [24].
- Strauss Designs (SD) [6].
- Maximal Entropy Designs (Dmax) [25].
- Marked Strauss Designs (MSD) ([7], [8]).
- Connected Component Designs (CCD).

Figures 4 and 5 present the criteria results in box plots for 80 designs in 10 and 5 dimensions, respectively. The plots clearly illustrate the distribution of the data and allow for easy comparison between designs.


Figure 4. Representations of usual criteria calculated on 80 designs with 60 points for dimension


Figure 5. Representations of usual criteria calculated on 80 designs with 40 points for dimension 5.

Some remarks regarding the figures above are worth noting. Maximal entropy designs, Strauss designs, Marked Strauss designs, as well as connected component designs all scored well with regard to the discrepancy criterion. It is interesting to note that connected component designs are among the designs previously mentioned which also have very good distance criteria. The application of the recovery criterion helps to show that the proposed designs offer better results regarding this criterion.

## 6. CONCLUSION

The use of the connected component process and Markov Chain Monte Carlo (MCMC) method is instrumental in creating novel computer designs that are customized based on the distribution of a connected component model. This method is highly versatile, as it allows us to manipulate the distribution by representing it in a manner that makes it possible to impose certain properties such as filling. Furthermore, MCMC methodology presents a fascinating alternative to the classical statistical approach that typically involves the independent realization of the same
distribution. Ultimately, the designs developed in this study were compared to those commonly used in computer experiments, and the outcomes were highly satisfactory.
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