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#### Abstract

Let $(X, Z)$ be a bivariate random vector. A predictor of $X$ based on $Z$ is just a Borel function $g(Z)$. The problem of "least squares prediction" of $X$ given the observation $Z$ is to find the global minimum point of the functional $E\left[(X-g(Z))^{2}\right]$ with respect to all random variables $g(Z)$, where $g$ is a Borel function. It is well known that the solution of this problem is the conditional expectation $E(X \mid Z)$. We also know that, if for a nonnegative smooth function $F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, arg min $n_{g(Z)} E[F(X, g(Z))]=$ $E[X \mid Z]$, for all $X$ and $Z$, then $F(x, y)$ is a Bregmann loss function. It is also of interest, for a fixed $\varphi$ to find $F(x, y)$, satisfying, arg $\min _{g(Z)} E[F(X, g(Z))]=\varphi(E[X \mid Z])$, for all $X$ and $Z$. In more general setting, a stronger problem is to find $F(x, y)$ satisfying $\arg \min _{y \in \mathbb{R}} E[F(X, y)]=\varphi(E[X]), \forall X$. We study this problem and develop a partial differential equation (PDE) approach to solution of these problems.


## 1. Introduction and Preliminary Facts

Best approximation problems in Mathematics have long history of study. It is known that for every given $x$ in a Hilbert space $H$ and every given closed subspace $L$ of $H$ there is a unique best approximation to $x$ out of $L$ (namely, $y=P x$, where $P$ is the orthogonal projection of $H$ onto $L$ ) (see [8] and [11]). Theorem 1.1 below, regarding the optimality of conditional expectations with respect to $L_{2}$ loss function $F(x, y)=(x-y)^{2}$ follows from this result.

Theorem 1.1. (see [1], [9], [13] ) Let $(X, Z)$ be a bivariate random vector and $L_{Z}=\{g(Z) \mid g(Z) \in$ $L_{2}(\Omega), g$ is a Borel function $\}$. Let $E\left[X^{2}\right]<\infty$. Then there exists a Borel function $g_{0}: \mathbb{R} \rightarrow \mathbb{R}$ with $E\left[\left(g_{0}(Z)^{2}\right]<\infty\right.$, such that $E\left[\left(X-g_{0}(Z)\right)^{2}\right]=\inf \left\{E\left[(X-g(Z))^{2} \mid g(Z) \in L_{Z}\right\}\right.$. Moreover, $g_{0}(Z)=E[X \mid Z]$.

[^0]This theorem means that the distance function $\|X-Y\|_{2}^{2}$ attains its minimum value at $Y=\psi(Z)=$ $E[X \mid Z]$. Thus,

$$
\begin{equation*}
\arg \min _{Y \in L_{Z}}\|X-Y\|_{2}^{2}=E[X \mid Z] . \tag{1.1}
\end{equation*}
$$

We recall some basic notions and facts from probability theory in the form we use in this paper ( [1], [9], [13]).
Expectation. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $X: \Omega \rightarrow \mathbb{R}$ be a random variable. By the definition, a random variable is measurable, i.e., $X^{-1}\left(\sigma_{B}\right) \subset \mathcal{F}$, where $\sigma_{B}$ is the Borel algebra, consisting of all Borel sets in $\mathbb{R}$. The expectation of a random variable $X$ is defined by the following integral, which is Lebesgue integral with respect to the probability measure.

$$
E[X]=\int_{\Omega} X d \mathbb{P}
$$

Particularly, for a simple random variable $X(w)=\sum_{i=1}^{n} a_{i} \chi_{A_{i}}(w)$,

$$
\begin{gather*}
E[X]=\sum_{i=1}^{n} a_{i} P\left(A_{i}\right) .  \tag{1.2}\\
L_{2}(\Omega)=\left\{\left.X\left|\int_{\Omega}\right| X\right|^{2} d \mathbb{P}<\infty\right\} .
\end{gather*}
$$

The norm in $L_{2}(\Omega)$ is defined by $\|X\|_{2}=\left(\int_{\Omega}|X|^{2} d \mathbb{P}\right)^{\frac{1}{2}}$.
Conditional Expectation. Let $(X, Z)$ be a bivariate random vector. The conditional expectation of $X$ given $Z$ is denoted by $E[X \mid Z]$, which is a random variable, defined by

$$
\psi(Z)(w)=\psi(Z(w))=E[X \mid Z=Z(w)], \forall w \in \Omega
$$

The following problem is a natural generalization of the problem (1.1), which has very important applications (see [2] and references therein); find a loss function $F(x, y)$ satisfying the following condition

$$
\begin{equation*}
\arg \min _{y \in \mathbb{R}} E[F(X, y)]=\varphi(E[X]), \forall X \tag{1.3}
\end{equation*}
$$

where $\varphi$ is a Borel function. In this paper our main concern will be the problem (1.3). Such problems arise in different contexts of statistics and probability theory (see [4]). In the case of $\varphi(x)=x$; $F(x, y)=C(x-y)$ and $F(x, y)=(x-y)^{2}$ the optimality of conditional expectations have been studied by many authors (see [1], [9], [10], [13]). For $\varphi(x)=x$ and arbitrary function $F(x, y)$ the Bregman loss functions play an important role ([5], [6], [7]). Particularly, it was proved in [2] (see Theorem 1.2 below) that if for a nonnegative smooth function $F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, $\arg \min _{g(Z)} E[F(X, g(Z))]=$ $E[X \mid Z]$, for all $X$ and $Z$, then $F(x, y)$ is a Bregmann loss function.

Definition 1.1. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a strictly convex differentiable function. Then the Bregman Loss Function (BLF) $D_{f}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is defined as

$$
D_{f}(x, y)=f(x)-f(y)-f^{\prime}(y)(x-y)
$$

In general, Bregman loss functions are defined by using strictly convex differentiable functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. In this paper, for convenience we consider the case $n=1$. All results can easily be extended to the case $n>1$. For more information on Bregman loss functions see [3] and [12].

The following theorem contains the most general result, regarding problem 1.3 in the case of $\varphi(x)=x$.

Theorem 1.2. ([2]) Let $D_{f}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be a BLF. Then,

$$
\arg \min _{Y \in L_{z}} E\left[D_{f}(X, Y)\right]=E[X \mid Z]
$$

Moreover, if $F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, F \geq 0, F(x, x)=0, F$ and $F_{x}$ are continuous functions and for all $X$ and $Z$, arg $\min _{Y \in L_{Z}} E\left[D_{f}(X, Y)\right]=E[X \mid Z]$ then $F$ is a $B L F$.

The rest of this paper will be organized as follows. In Section 2 we present a theorem about optimality of expectations. Section 3 consists of two subsections. In subsection 3.1 we develop a partial differential equation approach for critical points of $E[F(X, y)]$. The main problem studied in this subsection is: when $y=\varphi(E[X])$ is a critical point of the function $E[F(X, y)]$ for every $X \in L_{1}(\Omega)$ ? We present a partial differential equation approach for solving this problem and give a necessary and sufficient condition. In subsection 3.2 we study extreme problems. Our main goal is to find the class of all $F$ such that $y=\varphi(E[X])$ is a unique extremum point for $E[F(X, y)]$, for all $X \in L_{1}(\Omega)$.

## 2. On the Optimality of Expectations

We start with a slightly stronger version of Theorem 1.2.

Theorem 2.1. Let $F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, F \geq 0, F(x, x)=0, F_{x}$ and $F_{y}$ are continuous. Suppose that there exists a function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ such that $\varphi(E[X])$ is a unique minimizer for $E[F(X, y)]$ in $\mathbb{R}$ for all $X \in L_{1}(\Omega)$,i.e.,

$$
\arg \min _{y \in \mathbb{R}} E[F(X, y)]=\varphi(E[X]), \forall X \in L_{1}(\Omega)
$$

provided that $F(X, y) \in L_{1}(\Omega)$. Then $F(x, y)$ is a BLF if and only if $\varphi(x)=x$.

Proof. let $F(x, y)$ be a BLF. Then,

$$
F(x, y)=f(x)-f(y)-f^{\prime}(y)(x-y)
$$

We can write

$$
F(X, y)=f(X)-f(y)-f^{\prime}(y)(X-y)
$$

and

$$
F(X, E[X])=f(X)-f(E[X])-f^{\prime}(E[X])(X-E[X])
$$

Hence,

$$
F(X, y)-F(X, E[X])=f(E[X])-f(y)+f^{\prime}(E[X])(X-E[X])-f^{\prime}(y)(X-y)
$$

Obviously,

$$
E\left[f^{\prime}(E[X])(X-E[X])\right]=0 \text { and } E\left[f^{\prime}(y)(X-y)\right]=f^{\prime}(y)(E[X]-y)
$$

Then,

$$
E[F(X, y)-F(X, E[X])]=f(E[X])-f(y)-f^{\prime}(y)(E[X]-y) .
$$

Consequently,

$$
\begin{equation*}
E[F(X, y)-F(X, E[X])]=D_{f}(E[X], y) \geq 0 \tag{2.1}
\end{equation*}
$$

Since $F(x, y)=D_{f}(x, y)$ is a BLF, $D_{f}(E[X], y)=0 \Leftrightarrow y=E[X]$. Thus $y=E[X]$ is a minimum point of $E[F(X, y)]$. By the condition $\varphi(E[X])$ is a unique minimizer. Then, it follows immediately that $\varphi(x)=x$.

Now let $\varphi(x)=x$. and

$$
\arg \min _{y \in \mathbb{R}} E[F(X, y)]=E[X], \forall X \in L_{1}(\Omega)
$$

Then it follows from this condition that $F$ is a BLF. This case was proved in [2] (see Theorem 3).

## 3. A PDE Approach to Optimality Problems

3.1. Critical Points. In this section we develop a partial differential equation (PDE) approach for critical points of $E[F(X, y)]$. More precisely, the main question is: when $y=\varphi(E[X])$ is a critical point of the function $E[F(X, y)]$ for every $X$ ? We give a necessary and sufficient condition for this question.

The following assumption will be needed throughout this section.
$F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, F(x, x)=0$, and the function $F$ has first and second derivatives. Now we prove a critical point theorem.

Theorem 3.1. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be an invertible function. Then, $y=\varphi(E[X])$ is a critical point of the function $E[F(X, y)]$ for all $X \in L_{1}(\Omega)$, if and only if $F(x, y)$ is a solution of the following PDE

$$
\begin{equation*}
F_{x y}\left(\varphi^{-1}(y)-x\right)+F_{y}=0 . \tag{3.1}
\end{equation*}
$$

Proof. Let $y=\varphi(E[X])$ be a critical point of the function $E[F(X, y)]$ for all $X \in L_{1}(\Omega)$. Consider a simple random variable $X$ such that $P(X=a)=p, P(X=b)=q$ and $p+q=1$.

By (1.2)

$$
E[F(X, y)]=p F(a, y)+q F(b, y) .
$$

and

$$
\varphi(E[X])=\varphi(p a+q b) .
$$

Then

$$
p F_{y}(a, \varphi(p a+q b))+p F_{y}(b, \varphi(p a+q b))=0 .
$$

It means that

$$
\begin{gather*}
\frac{F_{y}(a, \varphi(p a+q b))}{q}=-\frac{F_{y}(b, \varphi(p a+q b))}{p} \Leftrightarrow \\
\frac{F_{y}(a, \varphi(p a+q b))}{q(b-a)}=-\frac{F_{y}(b, \varphi(p a+q b))}{p(b-a)}  \tag{3.2}\\
y=\varphi(E[X]) \Rightarrow y=\varphi(p a+q b) \Rightarrow p a+q b=\varphi^{-1}(y) . \text { Note that } \\
p a+q b-a=q(b-a) \text { and } p a+q b-b=-p(b-a) .
\end{gather*}
$$

Hence,

$$
\varphi^{-1}(y)-a=q(b-a) \text { and } \varphi^{-1}(y)-b=-p(b-a)
$$

It follows from equation (3.2) that

$$
\frac{F_{y}(a, y)}{\varphi^{-1}(y)-a}=\frac{F_{y}(b, y)}{\varphi^{-1}(y)-b}
$$

Therefore, the function $\frac{F_{y}(x, y)}{\varphi^{-1}(y)-x}$ does not depend on $x$. Then

$$
\frac{\partial}{\partial x}\left[\frac{F_{y}(x, y)}{\left.\varphi^{-1}(y)-x\right)}\right]=0
$$

and

$$
\frac{F_{x y}\left(\varphi^{-1}(y)-x\right)+F_{y}}{\left(\varphi^{-1}(y)-x\right)^{2}}=0
$$

Consequently,

$$
F_{x y}\left(\varphi^{-1}(y)-x\right)+F_{y}=0
$$

To finish the proof of this theorem, we need to show that the (3.1) implies $y=\varphi(E[X])$ is a critical point of the function $E[F(X, y)]$ for all $X \in L_{1}(\Omega)$. Thus, by (3.1)

$$
F_{x y}\left(\varphi^{-1}(y)-x\right)+F_{y}=0
$$

Multiplying, this equation by the integrating factor $\mu(x, y)=\frac{1}{\left(\varphi^{-1}(y)-x\right)^{2}}$ we get

$$
\frac{1}{\varphi^{-1}(y)-x} F_{x y}+\frac{1}{\left(\varphi^{-1}(y)-x\right)^{2}} F_{y}=0
$$

Then,

$$
\left(\frac{1}{\varphi^{-1}(y)-x} F_{y}\right)_{x}=0 \text { and } \frac{F_{y}}{\varphi^{-1}(y)-x}=C(y) \Rightarrow F_{y}=\left(\varphi^{-1}(y)-x\right) C(y)
$$

Setting $y=\varphi(E[X])$ we get

$$
F_{y}(X, \varphi(E[X]))=(E[X]-X) C(\varphi(E[X]))
$$

and

$$
E\left[F_{y}(X, \varphi(E[X])]=(E[X]-E[X]) C(\varphi(E[X]))=0\right.
$$

We next give an application of this theorem.
Example 3.1. Let us find a general solution of the following problem

$$
F_{x y}\left(\varphi^{-1}(y)-x\right)+F_{y}=0, \quad F(x, x)=0
$$

in the case of $\varphi(y)=y$.
Solution. We can write the equation in the form

$$
F_{x y}+\frac{1}{y-x} F_{y}=0 .
$$

Multiplying, this equation by the integrating factor $\mu(x, y)=\frac{1}{y-x}$ we get

$$
\frac{1}{y-x} F_{x y}+\frac{1}{(y-x)^{2}} F_{y}=0 .
$$

Then,

$$
\left(\frac{1}{y-x} F_{y}\right)_{x}=0 \text { and } \frac{F_{y}}{y-x}=C(y) .
$$

Let $C(y)=f^{\prime \prime}(y)$. By using integration by parts we obtain that

$$
\left.\int_{x}^{y} F_{y}(x, t) d t=\int_{x}^{y} f^{\prime \prime}(t)(t-x)\right) d t=\left[f^{\prime}(t)(t-x)\right]_{t=x}^{t=y}-\int_{x}^{y} f(t) d t .
$$

Consequently,

$$
F(x, y)=f(x)-f(y)-f^{\prime}(y)(x-y) .
$$

The following corollary immediately follows from this example and Theorem 3.1.
Corollary 3.1. If $F(x, x)=0$ and $y=E[X]$ is a critical point of the function $E[F(X, y)]$ for all $X \in L_{1}(\Omega)$, then $F(x, y)$ can be written in the form $F(x, y)=f(x)-f(y)-f^{\prime}(y)(x-y)$ for a differentiable function $f$.

Not. By imposing additional conditions: $F(x, y) \geq 0$ and $E[X]$ is the unique minimizer, it was proved in [2] that $F$ is a BLF.
3.2. Extreme Points. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be an invertible function. In this subsection the main problem is to find the class of all $F$ such that $y=\varphi(E[X])$ is a unique extremum point for $E[F(X, y)]$, for all $X \in L_{1}(\Omega)$. We first prove the following theorem.

Theorem 3.2. Let

$$
\arg \min _{y \in \mathbb{R}} E[F(X, y)]=\varphi(E[X]), \forall X \in L_{1}(\Omega) .
$$

then

$$
\begin{equation*}
F(x, y)=\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)-\left(\varphi^{-1}(x)-x\right) f^{\prime}(x)-\int_{x}^{y} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t \tag{3.3}
\end{equation*}
$$

where $f$ is a differentiable function satisfying the following condition

$$
\begin{equation*}
\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t>0, \quad \forall y \neq \varphi(x) \tag{3.4}
\end{equation*}
$$

Proof. By Theorem 3.1

$$
F_{x y}\left(\varphi^{-1}(y)-x\right)+F_{y}=0, \quad F(x, x)=0
$$

Then,

$$
\left(\frac{1}{\varphi^{-1}(y)-x} F_{y}\right)_{x}=0 \text { and } \frac{F_{y}}{\varphi^{-1}(y)-x}=C(y) .
$$

Setting $C(y)=f^{\prime \prime}(y)$ we can write

$$
\begin{equation*}
F_{y}=\left(\varphi^{-1}(y)-x\right) f^{\prime \prime}(y) \tag{3.5}
\end{equation*}
$$

Using integration by parts in (3.5) we obtain that

$$
\left.\int_{x}^{y} F_{y}(x, t) d t=\int_{x}^{y}\left(\varphi^{-1}(t)-x\right)\right) d f^{\prime}(t)=\left[f^{\prime}(t)\left(\varphi^{-1}(t)-x\right)\right]_{t=x}^{t=y}-\int_{x}^{y} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t
$$

Consequently,

$$
F(x, y)=\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)-\left(\varphi^{-1}(x)-x\right) f^{\prime}(x)-\int_{x}^{y} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t
$$

and (3.3) holds.
Now we use the condition

$$
\arg \min _{y \in \mathbb{R}} E[F(X, y)]=\varphi(E[X])
$$

This condition means that

$$
E[F(X, y)-F(X, \varphi(E[X])]>0
$$

provided that $y \neq \varphi(E[X])$. Using (3.3) we obtain that

$$
E\left[F(X, y)-F(X, \varphi(E[X])]=\left(\varphi^{-1}(y)-E[X]\right) f^{\prime}(y)+\int_{y}^{\varphi(E[X])} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t>0\right.
$$

Thus,

$$
\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t>0, \quad \forall y \neq \varphi(x)
$$

Note. In case of $\varphi(x)=x$,

$$
\begin{gathered}
\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t>0, \quad \forall y \neq \varphi(x) \Rightarrow \\
f(x)-f(y)-f^{\prime}(y)(x-y)>0, x \neq y
\end{gathered}
$$

and

$$
\begin{gathered}
F(x, y)=\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)-\left(\varphi^{-1}(x)-x\right) f^{\prime}(x)-\int_{x}^{y} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t \Rightarrow \\
F(x, y)=f(x)-f(y)-f^{\prime}(y)(x-y)
\end{gathered}
$$

Therefore, in case of $\varphi(x)=x$, the condition (3.4) means that $f$ is a is strictly convex function and (3.3) means simply that $F(x, y)$ is a Bregman loss function.

Corollary 3.2. Let

$$
\arg \max _{y \in \mathbb{R}} E[F(X, y)]=\varphi(E[X]), \forall X \in L_{1}(\Omega)
$$

Then

$$
F(x, y)=\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)-\left(\varphi^{-1}(x)-x\right) f^{\prime}(x)-\int_{x}^{y} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t
$$

and

$$
\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t<0, \quad \forall y \neq \varphi(x)
$$

Finally, we discus the condition (3.4), which is a generalization of the strictly convexity condition. The main question is: are there functions satisfying the following inequality

$$
\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t>0, \quad \forall y \neq \varphi(x)
$$

Regarding this question, we prove the following theorem.
Theorem 3.3. If $\varphi(x)$ is an increasing function and $f^{\prime \prime}(x)>0, \forall x \in \mathbb{R}$. Then

$$
\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t>0, \quad \forall y \neq \varphi(x)
$$

Proof. Let us define

$$
G(x, y)=\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t
$$

Then,

$$
\begin{gathered}
G_{y}(x, y)=\left(\varphi^{-1}(y)\right)^{\prime} f^{\prime}(y)+\left(\varphi^{-1}(y)-x\right) f^{\prime \prime}(y)-\left(\varphi^{-1}(y)\right)^{\prime} f^{\prime}(y) \Rightarrow \\
G_{y}(x, y)=\left(\varphi^{-1}(y)-x\right) f^{\prime \prime}(y) .
\end{gathered}
$$

We have

$$
\begin{aligned}
& y>\varphi(x) \Leftrightarrow \varphi^{-1}(y)-x>0 \Leftrightarrow G_{y}(x, y)>0, \\
& y<\varphi(x) \Leftrightarrow \varphi^{-1}(y)-x<0 \Leftrightarrow G_{y}(x, y)<0
\end{aligned}
$$

and $G_{y}(x, \varphi(x))=0$. Consequently,

$$
G(x, y)=\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t>0, \forall y \neq \varphi(x)
$$

Corollary 3.3. If $\varphi(x)$ is a decreasing function and $f^{\prime \prime}(x)>0, \forall x \in \mathbb{R}$. Then

$$
\left(\varphi^{-1}(y)-x\right) f^{\prime}(y)+\int_{y}^{\varphi(x)} f^{\prime}(t)\left(\varphi^{-1}(t)\right)^{\prime} d t<0, \quad \forall y \neq \varphi(x)
$$
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