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Abstract. The exponential distribution is a popular statistical distribution to study the problems in life-

time and reliability theory. We proposed a new generalized exponential distribution, wherein exponentiated

exponential and exponentiated generalized exponential distributions are sub-models of the proposed distri-

bution. We study several important statistical and mathematical properties of the newly developed model

and provide the simple expressions for the generating function, moments and mean deviations. Parameters

of the proposed distribution are estimated by the technique of maximum likelihood. For two real data sets

from the field of biology and engineering, the proposed distribution is compared to some existing distribu-

tions. It is found that the proposed model is more suitable and useful to study lifetime data. Thus, it gives

us another alternative model for existing models.

1. Introduction

Some authors discussed the Gompertz-Verhulst distribution whose distribution is defined by

G(x) = (1− ξe−ϑx)α, x >
1

ϑ
ln ξ. (1.1)

For ξ = 1, the exponentiated exponential (EE) or generalized exponential (GE) distribution by [5] is sub-

model of Eq.(1.1). They developed the exponentiated-G family for any parent distribution by G(x) = H(x)δ,
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where H(x) is an arbitrary cumulative distribution function (cdf) and δ is a positive real number. It is also

called Lehmann type I alternative. Various authors developed different exponentiated distributions for

various standard distributions and studied their properties. [25] provided a list of thirty exponentiated type

distributions. The EE distribution is comprehensively studied in different papers by [6], [21], [7,8], and [22,23]

is defined for (x > 0) by

G(x) = (1− e−ϑx)α. (1.2)

For α = 1, the special case of Eq.(1.2) is the exponential distribution. The EE distribution is effectively

used for studying the skewed data. [9, 10] and [13] presented important works on comparison of the EE

distribution with some will-known close distributions like the gamma, log-normal and Weibull distributions.

[11] further used the information to compare the EE and Weibull distributions because both of them provide

very close fits.

[12] revisted some existing properties of the EE model. The beta exponential (BE) distribution is

developed by using the Beta-G family by [18], where the EE distribution is a particular case of the BE

distribution. [1] generalized the EE distribution and developed the beta generalized exponential (BGE)

distribution, wherein the BE and EE distributions are particular cases of the BGE distribution. [17] reviewed

the several important characteristics of the EE distribution and derived simple explicit expressions for some

properties. [24] generalized the exponential distribution by the Marshall-Olkin family.

[19] generalized the gamma and Weibull distributions in similar way the EE distribution [16]. However,

they used another type of exponentiated distribution G(x) = 1− [1−H(x)]β to generalize the Gumbel and

Fréchet distributions. It is also called Lehmann type II alternative. [3] introduced the exponentiated gener-

alized (EG) family as G(x) = [1− {1−H(x)}γ ]δ, where γ > 0 and δ > 0 are additional shape parameters.

This class is an extension of both exponentiated type distributions. In recent past, several authors used the

EG family for generalizing the distributions.

The rest of the paper is organized as follows: Section 2 introduce the new generalized exponential distri-

bution and discuss some important aspects of the proposed distribution. Section 3 extensively studies the

basic properties of the proposed distribution. Section 4 deals with linear presentation of the distribution.

In Section 5, We derive the mathematical properties by employing the linear representation of the proposed

distribution given in the previous section. Section 6 studies the maximum likelihood estimation and provides

the application of the proposed model to real data sets. Finally, concluding remarks are presented in section

7.
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2. New generalized exponential distribution

By using the exponentiated-G and EG families, we proposed a three-parameter new generalized (NG)

class of distributions as

F (x) = H(x)α[1− H̄(x)
β
]γ , (2.1)

Further, by using the exponential distribution with unity scale parameter (ϑ = 1) in Eq.(2.1), We devel-

oped new generalized exponential (NGE) distribution as

F (x) = (1− e−x)α(1− e−βx)γ . (2.2)

Hereafter, we assume ψ(x) = (1− e−x) and ψ(x;β) = (1− e−βx) for simplicity. Then, the corresponding

probability density function (pdf) of the NGE distribution is

f(x) = αe−xψ(x)α−1ψ(x;β)γ + γβe−βxψ(x)αψ(x;β)γ−1. (2.3)

Henceforth, If X is a random variable that follows the pdf (2.3), It can be defined by X ∼ NGE(α, β, γ).

For simplicity, we can consider f(x) = f(x;α, β, γ). The NGE distribution shares a interesting physical

interpretation. If we consider α and β are positive integers and γ = 1, the cdf of the NGE distribution is

product of the distributions of maximum and minimum of a sample of size α and β, respectively, from the

exponential distribution. In other words, when the components are identical and independently distributed

as exponential distribution G(x), for γ = 1, the NGE model is a product of Weibull competing risk model

[1 −
∏n
i=1(1 − Gi(x))] and multiplicative Weibull model

∏n
i=1Gi(x). These models are among the various

extensions of the Weibull distribution discussed by [14]. The NGE distribution with three shape parameters

is a flexible model which has some popular sub-models as particular cases are given in Table 1.

α β γ Sub-model

1 1 0 Exponential distribution

α 1 0 Exponentiated exponential distribution

0 β γ Exponentiated generalized exponential distribution

Table 1. Sub-model of the NGE distribution
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3. Some basic properties

3.1. The mode. The silent features of a distribution can be investigated by the first two derivatives of the

pdf. Therefore, we differentiate (2.3) with respect to x and equate to zero, namely

f
′
(x) = αe−xψ(x)α−2ψ(x;β)γ(αe−x − 1) + γβ2e−βxψ(x)αψ(x;β)γ−2(γe−βx − 1)

+ 2αβγe−(β+1)xψ(x)α−1ψ(x;β)γ−1 = 0.

Therefore, the critical values of f(x) can be obtained from the equation

α(αe−x − 1) +
2αβγe−βxψ(x)

ψ(x;β)
= β2γe−(β−1)x(1− γe−βx). (3.1)

If the root of Eq.(3.1) is x = x0, then the local maximum, local minimum and inflection points obtained

when f
′′
(x0) < 0, f

′′
(x0) > 0 and f

′′
(x0) = 0 respectively. For γ = 0, the mode of X reduces to logα. For

α = 0, the mode of the density of the NGE model reduces to log γ
β . For β = 1 the mode becomes log(θ),

where θ = α + γ. For all these three special cases, the NGE distribution becomes the EE distribution. For

α = γ = 1, the mode of X becomes

x = log
[ (β + 1)2

1 + β2e−(β−1)x

] 1
β

For β = 1, the last equation reduces to x = log(2). However, f
′
(∞) = 0 and when x→ 0 the limit of

f
′
(x) is

lim
x→0

f
′
(x) =


0 if α+ γ > 2

2βγ if α+ γ = 2

∞ if α+ γ < 2 .

3.2. Density Shapes.

i. For β = 1 (a) α+ γ ≤ 1 (b) γ = 0, α ≤ 1, (c) α = 0, γ ≤ 1 the NGE density is strictly decreasing.

ii. For β = 1 (a) α+ γ > 1 (b) γ = 0, α > 1 (c) α = 0, γ > 1 the NGE density is uni-modal skewed.

iii. For α = β = γ = 1, the NGE density is positively skewed with mode at x = 0.6931.

iv. For α = β = 1, γ = 0, the NGE density is reversed type J-shaped (exponential).

v. For α = 0, β = γ = 1, the NGE density is reversed type J-shaped (exponential).

vi. For β = 1, the shape of the NGE density remains similar by interchanging the values of α and γ.

vii. For α + γ > 1 and β > 0, the NGE density is unimodel and as the value of β increases the density

becomes more skewed with longer tails.
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viii. For α+ γ ≤ 1 and β > 0, the NGE density is reversed J-shaped with longer tails and when β →∞

the tails become shorter.

ix. For α = 1, γ = 1 and β > 0, the NGE density is unimodal and skewed and when β →∞ the skewness

increases.

x. For α > 1, γ > 1 and β > 0, the NGE density is unimodal and positively skewed, and for β > 2, the

mode of the NGE density does not significantly change.

xi. For β < 1, γ < 1 and 0 < α ≤ 1(α > 1), the NGE density is reversed J-shaped with shorter height

(unimodal positively skewed with increasing mode).

xii. For β > 1, γ > 1 and 0 < α ≤ 1(α > 1), the NGE density is unimodal positive skewed with sharp

peak (unimodal positive skewed with shorter height), and when α → ∞, the mode of the density

increases with heavy tails.

xiii. For α < 1, β < 1 and 0 < γ ≤ 1(γ > 1), the NGE density is reversed J-shaped (unimodal positive

skewed with increasing mode).

xiv. For α > 1, β > 1 and 0 < γ <∞, an insignificant change is noted in the NGE density.

We displayed explanatory graphs of the densities of X for different specific parameter values in Figure 1.

The density of the X takes various forms for different specific parameter values of the NGE distribution. It

can be noted that the NGE density is more flexible than its competitors. So, the proposed distribution can

effectively be used for modeling the positive data.

3.3. Hazard rate function (hrf). An interesting feature of the proposed model that it can have the

monotonically increasing, decreasing, bathtub and uni-modal (reversed bathtub) hrf for different parameter

values. The hrf of the NGE distribution is

h(x) =
αe−xψ(x)α−1ψ(x;β)γ + γβe−βxψ(x)αψ(x;β)γ−1

1− [ψ(x)αψ(x;β)γ ]
. (3.2)

For γ = 0 or β = 1, the hrf of X reduces to the hrf of the EE distribution and For α = 1 and γ = 0, the

hrf becomes constant.

In Fig.2, we provide the visual representation of the hrfs of the X which illustrate important characteris-

tics of the proposed model. It can be seen that the hrf is monotonically increasing, decreasing, uni-model,

decreasing-increasing-decreasing, increasing-decreasing-increasing and constant. So, the proposed distribu-

tion is quite flexible to model the data which have different hrfs.

3.4. Shapes of the hrf.

i. For β = 1 (a) α+ γ ≤ 1 (b) γ = 0, α ≤ 1 (c) α = 0, γ ≤ 1, the hrf of X is decreasing from ∞ to ϑ.

ii. For β = 1 (a) α+ γ > 1 (b) γ = 0, α > 1, (c) α = 0, γ > 1, the hrf of X is increasing from 0 to ϑ.

iii. For β = 1 (a) α+ γ = 1 (b) γ = 0, α = 1 (c) α = γ = 1, the hrf of X is constant ϑ = 1.
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Figure 1. Plots of the density (2.3) for some specific parameter values.

iv. For α+ γ > 1 and 0 < β < 1 and 1 < β <∞, the shape of the hrf of X is reversed bathtub.

v. For α+ γ ≤ 1 and 0 < β < 1 and 1 < β <∞, the hrf of X is bathtub type.

vi. For α→ 0, β > 1.5, γ < 1, the hrf of X is decreasing-increasing-decreasing towards ϑ = 1.

vii. For α→ 0, β > 1.5, γ > 1, the hrf of X is uni-model.

3.5. Asymptotics of the density and hrf. The asymptotics of (2.3) and (3.2) are (α + γ)βγxα+γ−1 as

x → 0, further f(x) ∼ αe−x + βγe−βx and h(x) ∼ αe−x+βγe−βx

α(α−2)e−x+2αβγe−(β+1)x+γβ2e−βx
as x → ∞. It is noted

that the tail behaviors of both equations are polynomial and also exponential.

Theorem 3.1. Let X ∼ NGE(α, β, γ). Then the asymptotic behaviors of (2.3) and (3.2) are:

lim
x→0

f(x) =


0 if (α+ γ) > 1

βγ if (α+ γ) = 1

∞ if (α+ γ) < 1 ,
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Figure 2. Plots of the hrf of X for different selected values of the shape parameters when

ϑ = 1.

and

lim
x→∞

f(x) = lim
x→∞

h(x) = 0.

Proof. (1 − e−x) = x when x → 0, and e−x → 0 as x → ∞. The limits of f(x) can then be obtained.

Similarly, when x → 0, the limiting behavior of h(x) is the same as the limit of f(x). As x → ∞ both

numerator and denominator become 0 of the hrf of X. Thus, the hrf is indeterminate. We evaluate the limit

by using L’Hôpital’s rule. So, it completes the proof. �

3.6. Reversed hazard rate function (rhrf). The rhrf of the X is

r(x) =
αe−x

ψ(x)
+
γβe−βx

ψ(x;β)
. (3.3)

Equation (3.3) shows that the rhrf of X is a sum of the proportional rhrf of the EE and EGE distributions.

For γ = 0, Eq.(3.3) becomes

r(x) =
αe−x

ψ(x)
.

Therefore, rhrf of X is proportionally equals to the rhrf of the exponential distribution.

4. Linear representation

We use the power series for any non-integer real θ as

(1− z)θ =

∞∑
k=0

(−1)kΓ(θ)

Γ(θ − k)k!
zi, ∀ |z| < 1. (4.1)
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By using (4.1) in (2.2), we obtain

F (x) =

∞∑
j=0

τjψ(x)α+j , (4.2)

where the coefficients τj = τj(β, γ) are

τj =
(−1)jΓ(γ + 1)

j!

∞∑
k=0

(−1)kΓ(kβ + 1)

Γ(kβ − j + 1)Γ(γ − k + 1)k!

We can rewrite (4.2) as

F (x) =

∞∑
j=0

τjWα+j(x), (4.3)

where Wα+j(x) = ψ(x)α+j is the cdf of the EE distribution with power parameter is α+ j. By differen-

tiating (4.3), a simple linear representation of (2.3) is

f(x) =

∞∑
j=0

τjwα+j(x), (4.4)

where wα+j(x) = (α + j)ψ(x)α+j−1e−x is the pdf of the EE distribution with power parameter is α+ j.

Equation(4.4) informs that the pdf of the NGE distribution is linear mixture of well-known EE densities.

Hence, various important statistical properties of the NGE distribution can be developed from simple prop-

erties of the EE distribution.

5. Mathematical properties

5.1. Generation function. We can use the moment generating function (mgf) to characterize the distri-

butions. It is also used for generating the moments of a distribution.

Theorem 5.1. The mgf of X is defined by

M(t) =

∞∑
j=0

τj
Γ(α+ j + 1)Γ(1− t)

Γ(α− t+ j + 1)
. (5.1)

Proof. By using (4.4), we have

M(t) =

∞∑
j=0

τj(α+ j)

∫ ∞
0

e(t−1)xψ(x)α+j−1d(x).

Setting e−x = u, M(t) can be written as

M(t) =

∞∑
j=0

τj(α+ j)

∫ 1

0

u−t(1− u)α+j−1dx,

which after simplification leads to (5.1).
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M(t) =

∞∑
j=0

τj
Γ(α+ j + 1)Γ(1− t)

Γ(α− t+ j + 1)

�

If γ = 0 and ϑ = 1, The mgf of the NGE distribution reduces to the mgf of the EE distribution given

by [7].

5.2. Moments. Moments play important role to know about the different aspects of a probability distri-

bution such as the central tendency and variation of a distribution. Furthermore, the moments can also be

employed to examine the skewness and kurtosis of a probability distribution.

We can write from (4.4), setting e−x = u, and after some algebra

µr = (−1)r
∞∑
j=0

(α+ j)τj
∂r

∂pr
B(α+ j, p+ 1)

∣∣∣∣
p=0

. (5.2)

Alternatively, we obtain another expression

µr = r!

∞∑
j=0

(α+ j)τj

∞∑
p=0

(−1)p
(
α+j−1
p

)
(p+ 1)r+1

.

A comparison is also made of the mean-variance for different parameter values in Figure 3. The numerical

values of the first two moments, standard deviation, median, mode, skewness and kurtosis for various specific

parameter values of X are given in Table 2. For some different specific parameter values of the X, the skewness

and kurtosis measures are illustrated in Figure 4. It examined that these measures depend only on the shape

parameters.
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Figure 3. Plots for the mean and variation of X, where black line represent the mean of

X and doted lines represent the variance of X when ϑ = 1.
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Figure 4. Plots of skewness (a,b,c) and kurtosis (d,e,f) of the X when ϑ = 1.

5.3. Quantile function. If X ∼ NGE(α, β, γ), the quantile function of X is determined numerically from

[
ψ(x)

α
ψ(x;β)

γ
]

= u.

First, second and third quartile of the distribution can be calculated by setting u = 0.25, 0.50 and 0.75,

respectively.

5.4. Mean deviations. The mean deviations can be used to compute the variation of X . Then, the mean

deviations about the average value (mean) and median can be determined by

φ1(x) = 2µ1F (µ)− 2m(µ1) and φ2(x) = µ1 − 2m(M), (5.3)

respectively, here µ1 is the mean of X calculated from (5.2) and M is its median. The first incomplete

moment is required for measuring (5.3). It is defined by m(z) =
∫ z
−∞ wf(w)dw. Now by using (4.4) and

(4.1) m(z) reduces to

m(z) =

∞∑
j=0

(α+ j)τj

∞∑
p=0

(−1)p
(
α+ j − 1

p

)∫ z

0

xe−(p+1)xdx,
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Table 2. The values of first two moments, standard deviation, median, mode, skewness

and kurtosis of X.

(α, β, γ) E(X) E(X2) SD Median Mode Sk Kur

(1,0.3,1) 3.6 23 3.2 2.59 1.14 2.1 9.7

(1,0.5,1) 2.3 9.1 1.9 1.82 0.95 2.0 9.3

(1,1,1) 1.5 3.5 1.1 1.23 0.69 1.6 7.1

(1,1.5,1) 1.3 2.6 0.98 1.02 0.6 1.8 8.2

(1,2,1) 1.2 2.3 0.96 0.91 0.47 2.0 9.3

(1,5,1) 1.0 2.0 0.98 0.72 0.26 2.1 9.5

(0.5,0.5,0.5) 1.5 5.1 1.7 1.00 1.6× 10−10 2.4 12

(1,0.5,0.5) 1.8 5.8 1.6 1.29 0.49 2.3 12

(2,0.5,0.5) 2.1 7.0 1.6 1.68 1.03 2.2 11

(5,0.5,0.5) 2.7 9.6 1.5 2.34 1.82 2.0 10

(2,2,2) 1.6 3.8 1.1 1.40 0.98 1.7 7.7

(3,2,2) 1.9 5.0 1.1 1.68 1.24 1.5 6.9

(5,2,2) 2.3 6.8 1.2 2.09 1.66 1.4 6.3

(1.5,1.5,0.5) 1.4 3.0 1.1 1.23 0.62 1.7 7.6

(1.5,1.5,1.5) 1.6 3.5 1.0 1.32 0.89 1.6 7.5

(1.5,1.5,5.5) 2.0 4.8 0.98 1.76 1.42 1.5 7.2

(0.5,1.5,0.4) 0.8 1.4 0.86 0.52 2.3× 10−9 2.3 11

(0.5,1.5,1.5) 1.1 2.1 0.88 0.92 0.51 1.8 8.7

(0.5,1.5,5.5) 1.7 3.7 0.89 1.54 1.24 1.5 7.0

(1.5,0.5,0.5) 1.9 4.3 1.4 1.21 0.57 2.3 13

(1.5,0.5,1.5) 2.9 12 2.0 2.37 1.53 1.8 8.2

(1.5,0.5,5.5) 4.8 29 2.4 4.32 3.46 1.4 6.1

(0.5,0.5,0.5) 1.5 5.1 1.7 1.00 1.6× 10−10 2.4 12

(0.5,0.5,1) 2.2 8.6 2.0 1.63 0.62 2.0 9.1

(0.5,0.5,1.5) 2.7 12 2.1 2.14 1.14 1.8 7.9

By setting (p+ 1)x = u and using Γ(a, x) =
∫∞
0
za−1e−zdz, we obtain

m(z) =

∞∑
j=0

(α+ j)τj

∞∑
p=0

(−1)p
(
α+j−1
p

)
Γ(2, (p+ 1)z)

(p+ 1)2
. (5.4)
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The values of mean deviations of the NGE distribution about the mean and median can be obtained

by using Eq.(5.4). We can also use (5.4) to construct the Bonferroni and Lorenz curves which have much

importance in economics, renewal theory and reliability theory. For a given probability p, we can define

these curves by B(p) = m(q)/(pµ1) and L(p) = m(q)/µ1, where q = Q(p) is the quantile function of X at p

and µ1 = E(X).

6. Estimation and inference

There are different methods of point estimation but the maximum likelihood is the famous technique

to calculate the point estimates of the unknown quantities of a distribution. The maximum likelihood

estimates (MLEs) have some nice and useful characteristics. Moreover, we can use the MLEs to calculate

the confidence intervals for the unknown parameters of a distribution. Thus, we choose the technique of

maximum likelihood to estimate the unknown quantities of the X from the given sample. Let x1, x2, . . . , xn

be observed sample from (2.3) and Ω = (α, β, γ)T be a vector of parameters of X. Then, we will define the

log-likelihood function by

l(Ω) = (α− 1)

n∑
i=1

log(ψ(xi)) + γ

n∑
i=1

log(ψ(xi;β))−
n∑
i=1

xi

+

n∑
i=1

log
{
αψ(xi;β) + βγe−(β−1)xiψ(xi)

}
−

n∑
i=1

log(ψ(xi;β)).

The elements of the score are

∂l(Ω)

∂α
=

n∑
i=1

log(ψ(xi)) +

n∑
i=1

ψ(xi;β)

ν(xi)
,

∂l(Ω)

∂β
= (γ − 1)

n∑
i=1

xie
−βxi

ψ(xi;β)
+

n∑
i=1

αxie
−βxi + γe−(β−1)xiψ(xi)ψ(xi;β)

ν(xi)
,

∂l(Ω)

∂γ
=

n∑
i=1

log(ψ(xi;β)) + β

n∑
i=1

e−(β−1)xiψ(xi)

ν(xi)
,

where ν(xi) = αψ(xi;β) + βγe−(β−1)xiψ(xi). The MLEs Ω̂ of Ω can be calculated by solving the above

equations simultaneously after equate these equations to zero. There is no analytical solution for these

equations. Therefore, we will solve the score equations numerically by using some nonlinear optimization

algorithm in open source software environment for statistical programming R.

To determine the test of hypothesis and find the interval estimate of the unknown parameters of X, we

require the 3× 3 observed information matrix
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J(Ω) =


Jα,α Jα,β Jα,γ

Jα,β Jβ,β Jβ,γ

Jα,γ Jβ,γ Jγ,γ


Under the relevant regularity conditions, the asymptotic distribution of

√
n(Ω̂ − Ω) follows multivariate

N3(0, J(Ω̂)−1) which can be employed to establish the confidence intervals for the unknown parameters of

the X. Here, we consider J(Ω̂) as the observed information matrix which is evaluated at Ω = Ω̂.

6.1. Application. In the following important section, we apply the proposed model to real data sets to

highlight the capability of the NGE distribution. Here, we compare the EGE, EE and BE distributions with

the NGE distribution. The study is conducted in statistical computing R developed and maintained by [20].

First, we provide the description of two real data sets. Then, for each model, We calculate the MLEs of

the unknown paramaters and their crossponding standard errors by using the R package AdequacyModel [4].

The proposed distribution is compared with its competing models by using the well-known statistics in

literature like the Cramér-von Mises (W*), Anderson-Darling (A*), Bayesian Information Criterion (BIC),

Akaike Information Criterion (AIC) and Kolmogrov-Smirnov (K-S). Generally, the fit is better if the values

of these statistics are small.

The first real data is repair times of 46 failures in (hours) of an airborne communications receiver is

analysed by [2] is: 0.2, 0.3, 0.5, 0.5, 0.5, 0.5, 0.6, 0.6, 0.7, 0.7, 0.7, 0.8, 0.8, 1.0, 1.0, 1.0, 1.0, 1.1, 1.3, 1.5, 1.5,

1.5, 1.5, 2.0, 2.0, 2.2, 2.5, 2.7, 3.0, 3.0, 3.3, 3.3, 4.0, 4.0, 4.5, 4.7, 5.0, 5.4, 5.4, 7.0, 7.5, 8.8, 9.0, 10.3, 22.0,

24.5.

The second data set have 128 observations which represent the remission times (month) of patients of

bladder cancer and studied by [15] is: 0.08, 0.20, 0.40, 0.50, 0.51, 0.81, 0.90, 1.05, 1.19, 1.26, 1.35, 1.40, 1.46,

1.76, 2.02, 2.02, 2.07, 2.09, 2.23, 2.26, 2.46, 2.54, 2.62, 2.64, 2.69, 2.69, 2.75, 2.83, 2.87, 3.02, 3.25, 3.31, 3.36,

3.36, 3.48, 3.52, 3.57, 3.64, 3.70, 3.82, 3.88, 4.18, 4.23, 4.26, 4.33, 4.34, 4.40, 4.50, 4.51, 4.87, 4.98, 5.06, 5.09,

5.17, 5.32, 5.32, 5.34, 5.41, 5.41, 5.49, 5.62, 5.71, 5.85, 6.25, 6.54, 6.76, 6.93, 6.94, 6.97, 7.09, 7.26, 7.28, 7.32,

7.39, 7.59, 7.62, 7.63, 7.66, 7.87, 7.93, 8.26, 8.37, 8.53, 8.65, 8.66, 9.02, 9.22, 9.47, 9.74, 10.06, 10.34, 10.66,

10.75, 11.25, 11.64, 11.79, 11.98, 12.02, 12.03, 12.07, 12.63, 13.11, 13.29, 13.80, 14.24, 14.76, 14.77, 14.83,

15.96, 16.62, 17.12, 17.14, 17.36, 18.10, 19.13, 20.28, 21.73, 22.69, 23.63, 25.74, 25.82, 26.31, 32.15, 34.26,

36.66, 43.01, 46.12, 79.05.
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Table 3. Descriptive statistics for the data sets.

Statistic First data set Second data set

n 46 128

Median 1.75 6.40

Mode 2.50 5.0

Mean 3.61 9.37

Variance 24.45 110.43

Skewness 2.88 3.29

Kurtosis 8.80 15.48

Table 4. MLEs for the parameters of the NGE, EGE, BE and EE distributions with their

corresponding standard errors given in (parentheses) and statistics A* and W* for repair

times data.

Model ϑ α β γ A* W*

NGE 0.1830 0.5212 18.0765 4.7498 02211 0.0241

(0.05325) (0.1643) (7.8974) (3.1616)

EGE 0.5189 0.5190 0.9583 - 1.0004 0.1442

(9.8776) (9.8776) (0.1897)

BE 0.0688 0.9344 3.7971 - 0.9953 0.1435

(0.3029) (0.1726) (16.5490)

EE 0.2694 0.9583 - - 1.0004 0.1442

(0.0544) (0.1897)

Table 5. Other statistics to compare the models for the repair times data.

Model −LL AIC BIC K-S p-value

(K-S)

NGE 98.8585 205.7169 213.0315 0.0635 0.9925

EGE 104.9829 215.9658 221.4517 0.1520 0.2385

BE 104.9368 215.8735 221.3594 0.1460 0.2804

EE 104.9829 213.9658 217.6231 0.1520 0.2385
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Table 6. MLEs for the parameters of the NGE, EGE, BE and EE distributions with their

corresponding standard errors given in (parentheses) and statistics A* and W* for remission

times data.

Model ϑ α β γ A* W*

NGE 0.1969 1.3169 0.2851 0.2003 0.1437 0.0210

(0.0582) (0.2761) (0.1148) (0.2310)

EGE 0.1370 0.8846 1.2179 - 0.6741 0.1122

(0.7036) (4.5442) (0.1488)

BE 0.6435 1.4480 0.1798 - 3.3864 0.5264

(0.6158) (0.3292) (0.1791)

EE 0.1213 1.2219 - - 0.6733 0.1120

(0.0139) (0.1494)

Table 7. Other statistics to compare the models for the remission times data.

Model −LL AIC BIC K-S p-value

(K-S)

NGE 409.7355 827.4711 838.8792 0.0381 0.9925

EGE 413.0776 832.1552 840.7113 0.0725 0.5113

BE 412.3440 830.6880 839.2441 0.0664 0.6244

EE 413.0779 830.1560 835.8600 0.0728 0.5053
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Figure 5. For repair times data: (a) Plots of estimated density functions (b) estimated

cdfs of the NGE and their competing models EGE, BE and EE, For remission times data:

(c) Plots of estimated densities (d) estimated cdfs of the NGE, EGE, BE and EE distribu-

tions.
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Figure 6. Fitted and empirical distribution functions for repair times data.
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Figure 7. Fitted and empirical distribution functions for remission times data.



Int. J. Anal. Appl. 18 (5) (2020) 817

7. Final remarks

We develop a new continuous probability distribution, named new generalized exponential (NGE) distri-

bution. We study its properties theoretically and numerically. We provide the linear presentation of the

density function which is quite useful to drive the simple expressions of several statistical properties of the

proposed distribution. Moreover, the simple expressions are derived for some properties of the X. The param-

eters of the X are estimated by the technique of maximum likelihood. To compare the proposed model with

other models, we apply these models to two sets of real data from different fields of science such as biology

and engineering and fit is examined by using well-known statistics. We conclude that the NGE distribution

fit better than the EGE, BE and EE distributions. We are hopeful that the NGE distribution is another

very useful distribution to study the problems in several fields such as economics, biology, engineering and

reliabiliy theory.
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