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#### Abstract

The Peano's representation of Hermite polynomial and new Green functions are used to construct the identities related to the generalization of majorization type inequalities in discrete as well as continuous case. $\breve{C}$ ebyšev functional is used to find the bounds for new generalized identities and to develop the Grüss and Ostrowski type inequalities. Further more, we present exponential convexity together with Cauchy means for linear functionals associated with the obtained inequalities and give some applications.
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## 1. Introduction and Preliminaries

Newton and Lagrange gave the classical methods for constructing Hermite interpolating polynomial. Lagrange gave the method for such function $f(t)$ is defined at the distinct increasing points $a_{1}, a_{2}, \ldots, a_{n}$ but Newton gave the method for such function $f(t)$ is defined at the distinct (but not necessarily increasing) points $a_{1}, a_{2}, \ldots, a_{n}$ (see $\left.[3,7]\right)$.

We start with a brief overview of divided differences and $n$-convex functions and give some basic results from the majorization theory.

An $n$th order divided difference of a function $\phi:[\alpha, \beta] \rightarrow \mathbb{R}$ at distinct points $x_{0}, x_{1}, \ldots, x_{n} \in[\alpha, \beta]$ may be defined recursively by

$$
\begin{aligned}
{\left[x_{i} ; \phi\right] } & =\phi\left(x_{i}\right), \quad i=0, \ldots, n \\
{\left[x_{0}, \ldots, x_{n} ; \phi\right] } & =\frac{\left[x_{1}, \ldots, x_{n} ; \phi\right]-\left[x_{0}, \ldots, x_{n-1} ; \phi\right]}{x_{n}-x_{0}}
\end{aligned}
$$

The value $\left[x_{0}, \ldots, x_{n} ; \phi\right]$ is independent of the order of the points $x_{0}, \ldots, x_{n}$.
A function $\phi$ is $n$-convex on $[\alpha, \beta]$ if

$$
\left[x_{0}, x_{1}, \ldots, x_{n} ; \phi\right] \geq 0
$$

holds for all choices of $(n+1)$ distinct points $x_{i} \in[\alpha, \beta], i=0, \ldots, n$.

Remark 1.1. From this definition it follows that 1-convex function is increasing function and 2-convex function is just convex function. If $\phi^{(n)}$ exists, then $\phi$ is n-convex iff $\phi^{(n)} \geq 0$. Also, if $\phi$ is $n$-convex for $n \geq 2$, then $\phi^{(k)}$ exists and $\phi$ is $(n-k)$-convex for $1 \leq k \leq n-2$. For more informations see [13].

On the basis of various applications of the divided differences, several representations have been obtained like error representation, Cauchy's representation, Newton's representation and Peano's representation. In this paper, we give the generalized results with the connection of Peano's representation of Hermite's interpolating polynomial and newly defined Green functions.

Majorization makes precise the vague notion that the components of a vector $\mathbf{y}$ are "less spread out" or "more nearly equal" than the components of a vector $\mathbf{x}$. A complete and superb reference on the subject is the 2011 book by Marshall et al. [12].

For fixed $m \geq 2$ let

$$
\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{m}\right)
$$

denote two real $m$-tuples. Let

$$
\begin{gathered}
x_{[1]} \geq x_{[2]} \geq \ldots \geq x_{[m]}, \quad y_{[1]} \geq y_{[2]} \geq \ldots \geq y_{[m]} \\
x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(m)}, \quad y_{(1)} \leq y_{(2)} \leq \ldots \leq y_{(m)}
\end{gathered}
$$

be their ordered components.

Definition 1.1. [13, p. 319] $\boldsymbol{x}$ is said to majorize $\boldsymbol{y}$ (or $\boldsymbol{y}$ is said to be majorized by $\boldsymbol{x}$ ), in symbol, $\boldsymbol{x} \succ \boldsymbol{y}$, if

$$
\begin{equation*}
\sum_{i=1}^{l} y_{[i]} \leq \sum_{i=1}^{l} x_{[i]} \tag{1.1}
\end{equation*}
$$

holds for $l=1,2, \ldots, m-1$ and

$$
\sum_{i=1}^{m} x_{i}=\sum_{i=1}^{m} y_{i}
$$

Note that (1.1) is equivalent to

$$
\sum_{i=m-l+1}^{m} y_{(i)} \leq \sum_{i=m-l+1}^{m} x_{(i)}
$$

holds for $l=1,2, \ldots, m-1$.

The following theorem is well-known as the majorization theorem given by Marshall et al. [12, p. 14] (see also [13, p. 320]):

Theorem 1.1. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right), \boldsymbol{y}=\left(y_{1}, \ldots, y_{m}\right)$ be two $m$-tuples such that $x_{i}, y_{i} \in[\alpha, \beta](i=1, \ldots, m)$. Then

$$
\begin{equation*}
\sum_{i=1}^{m} f\left(y_{i}\right) \leq \sum_{i=1}^{m} f\left(x_{i}\right) \tag{1.2}
\end{equation*}
$$

holds for every continuous convex function $f:[\alpha, \beta] \rightarrow \mathbb{R}$ if and only if $\mathbf{x} \succ \mathbf{y}$ holds.

The following theorem can be regarded as a weighted version of Theorem 1.1 and is proved by Fuchs in [8] ( [12, p. 580], [13, p. 323]):

Theorem 1.2. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right), \boldsymbol{y}=\left(y_{1}, \ldots, y_{m}\right)$ be two decreasing real m-tuples with $x_{i}, y_{i} \in[\alpha, \beta]$ $(i=1, \ldots, m)$ and $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{m}\right)$ be a real $m$-tuple such that

$$
\begin{equation*}
\sum_{i=1}^{l} w_{i} y_{i} \leq \sum_{i=1}^{l} w_{i} x_{i} \text { for } l=1, \ldots, m-1 \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{m} w_{i} y_{i}=\sum_{i=1}^{m} w_{i} x_{i} \tag{1.4}
\end{equation*}
$$

Then for every continuous convex function $f:[\alpha, \beta] \rightarrow \mathbb{R}$, we have

$$
\begin{equation*}
\sum_{i=1}^{m} w_{i} f\left(y_{i}\right) \leq \sum_{i=1}^{m} w_{i} f\left(x_{i}\right) \tag{1.5}
\end{equation*}
$$

The following integral version of Theorem 1.2 is a simple consequence of Theorem 12.14 in [15] (see also [13, p.328]):

Theorem 1.3. Let $x, y:[a, b] \rightarrow[\alpha, \beta]$ be decreasing and $w:[a, b] \rightarrow \mathbb{R}$ be continuous functions. If

$$
\begin{equation*}
\int_{a}^{\nu} w(t) y(t) d t \leq \int_{a}^{\nu} w(t) x(t) d t \text { for every } \nu \in[a, b] \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b} w(t) y(t) d t=\int_{a}^{b} w(t) x(t) d t \tag{1.7}
\end{equation*}
$$

hold, then for every continuous convex function $f:[\alpha, \beta] \rightarrow \mathbb{R}$, we have

$$
\begin{equation*}
\int_{a}^{b} w(t) f(y(t)) d t \leq \int_{a}^{b} w(t) f(x(t)) d t \tag{1.8}
\end{equation*}
$$

Let $-\infty<\alpha<\beta<\infty$ and $\alpha \leq a_{1}<a_{2} \cdots<a_{r} \leq \beta,(r \geq 2)$ be the given points. For $f \in C^{n}[\alpha, \beta]$ a unique polynomial $\rho_{H}(s)$ of degree $(n-1)$ exists satisfying any of the following conditions:

## Hermite conditions:

$$
\begin{equation*}
\rho_{H}^{(i)}\left(a_{j}\right)=f^{(i)}\left(a_{j}\right) ; 0 \leq i \leq k_{j}, 1 \leq j \leq r, \sum_{j=1}^{r} k_{j}+r=n \tag{H}
\end{equation*}
$$

It is of great interest to note that Hermite conditions include the following particular cases:
Type $(m, n-m)$ conditions: $\left(r=2,1 \leq m \leq n-1, k_{1}=m-1, k_{2}=n-m-1\right)$

$$
\begin{gathered}
\rho_{(m, n)}^{(i)}(\alpha)=f^{(i)}(\alpha), 0 \leq i \leq m-1 \\
\rho_{(m, n)}^{(i)}(\beta)=f^{(i)}(\beta), 0 \leq i \leq n-m-1,
\end{gathered}
$$

Two-point Taylor conditions: $\left(n=2 m, r=2, k_{1}=k_{2}=m-1\right)$

$$
\rho_{2 T}^{(i)}(\alpha)=f^{(i)}(\alpha), \rho_{2 T}^{(i)}(\beta)=f^{(i)}(\beta), 0 \leq i \leq m-1
$$

We have the following result from [3].

Theorem 1.4. Let $-\infty<\alpha<\beta<\infty$ and $\alpha \leq a_{1}<a_{2} \cdots<a_{r} \leq \beta,(r \geq 2)$ be the given points, and $f \in C^{n}([\alpha, \beta])$. Then we have

$$
\begin{equation*}
f(t)=\rho_{H}(t)+R_{H, n}(f, t) \tag{1.9}
\end{equation*}
$$

where $\rho_{H}(t)$ is the Hermite interpolating polynomial, i.e.

$$
\rho_{H}(t)=\sum_{j=1}^{r} \sum_{i=0}^{k_{j}} H_{i j}(t) f^{(i)}\left(a_{j}\right)
$$

the $H_{i j}$ are fundamental polynomials of the Hermite basis defined by

$$
\begin{equation*}
H_{i j}(t)=\left.\frac{1}{i!} \frac{\omega(t)}{\left(t-a_{j}\right)^{k_{j}+1-i}} \sum_{k=0}^{k_{j}-i} \frac{1}{k!} \frac{d^{k}}{d t^{k}}\left(\frac{\left(t-a_{j}\right)^{k_{j}+1}}{\omega(t)}\right)\right|_{t=a_{j}}\left(t-a_{j}\right)^{k} \tag{1.10}
\end{equation*}
$$

$$
\begin{equation*}
\omega(t)=\prod_{j=1}^{r}\left(t-a_{j}\right)^{k_{j}+1} \tag{1.11}
\end{equation*}
$$

and the remainder is given by

$$
R_{H, n}(f, t)=\int_{\alpha}^{\beta} G_{H, n}(t, s) f^{(n)}(s) d s
$$

where $G_{H, n}(t, s)$ is defined by

$$
G_{H, n}(t, s)=\left\{\begin{array}{l}
\sum_{j=1}^{l} \sum_{i=0}^{k_{j}} \frac{\left(a_{j}-s\right)^{n-i-1}}{(n-i-1)!} H_{i j}(t) ; s \leq t  \tag{1.12}\\
-\sum_{j=l+1}^{r} \sum_{i=0}^{k_{j}} \frac{\left(a_{j}-s\right)^{n-i-1}}{(n-i-1)!} H_{i j}(t) ; s \geq t
\end{array}\right.
$$

for all $a_{l} \leq s \leq a_{l+1} ; l=0, \ldots, r$ with $a_{0}=\alpha$ and $a_{r+1}=\beta$.

Remark 1.2. In particular cases,
for type $(m, n-m)$ conditions, from Theorem 1.4 we have

$$
\begin{equation*}
f(t)=\rho_{(m, n)}(t)+R_{(m, n)}(f, t) \tag{1.13}
\end{equation*}
$$

where $\rho_{(m, n)}(t)$ is $(m, n-m)$ interpolating polynomial, i.e

$$
\rho_{(m, n)}(t)=\sum_{i=0}^{m-1} \tau_{i}(t) f^{i}(\alpha)+\sum_{i=0}^{n-m-1} \eta_{i}(t) f^{i}(\beta)
$$

with

$$
\begin{equation*}
\tau_{i}(t)=\frac{1}{i!}(t-\alpha)^{i}\left(\frac{t-\beta}{\alpha-\beta}\right)^{n-m} \sum_{k=0}^{m-1-i}\binom{n-m+k-1}{k}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{k} \tag{1.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{i}(t)=\frac{1}{i!}(t-\beta)^{i}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{m} \sum_{k=0}^{n-m-1-i}\binom{m+k-1}{k}\left(\frac{t-\beta}{\alpha-\beta}\right)^{k} \tag{1.15}
\end{equation*}
$$

and also the remainder $R_{(m, n)}(f, t)$ is given by

$$
R_{(m, n)}(f, t)=\int_{\alpha}^{\beta} G_{(m, n)}(t, s) f^{(n)}(s) d s
$$

with

$$
G_{(m, n)}(t, s)= \begin{cases}\sum_{j=0}^{m-1}\left[\sum_{p=0}^{m-1-j}\binom{n-m+p-1}{p}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{p}\right] \times &  \tag{1.16}\\ \frac{(t-\alpha)^{j}(\alpha-s)^{n-j-1}}{j!(n-j-1)!}\left(\frac{\beta-t}{\beta-\alpha}\right)^{n-m}, & \alpha \leq s \leq t \leq \beta \\ -\sum_{i=0}^{n-m-1}\left[\sum_{q=0}^{n-m-i-1}\binom{m+q-1}{q}\left(\frac{\beta-t}{\beta-\alpha}\right)^{q}\right] \times & \\ \frac{(t-\beta)^{i}(\beta-s)^{n-i-1}}{i!(n-i-1)!}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{m}, & \alpha \leq t \leq s \leq \beta\end{cases}
$$

For Type Two-point Taylor conditions, from Theorem 1.4 we have

$$
\begin{equation*}
f(t)=\rho_{2 T}(t)+R_{2 T}(f, t) \tag{1.17}
\end{equation*}
$$

where $\rho_{2 T}(t)$ is the two-point Taylor interpolating polynomial i.e,

$$
\begin{align*}
& \rho_{2 T}(t)=\sum_{i=0}^{m-1} \sum_{k=0}^{m-1-i}\binom{m+k-1}{k} {\left[\frac{(t-\alpha)^{i}}{i!}\left(\frac{t-\beta}{\alpha-\beta}\right)^{m}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{k} f^{(i)}(\alpha)\right.} \\
&\left.+\frac{(t-\beta)^{i}}{i!}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{m}\left(\frac{t-\beta}{\alpha-\beta}\right)^{k} f^{(i)}(\beta)\right] \tag{1.18}
\end{align*}
$$

and the remainder $R_{2 T}(f, t)$ is given by

$$
R_{2 T}(f, t)=\int_{\alpha}^{\beta} G_{2 T}(t, s) f^{(n)}(s) d s
$$

with

$$
G_{2 T}(t, s)= \begin{cases}\frac{(-1)^{m}}{(2 m-1)!} p^{m}(t, s) \sum_{j=0}^{m-1}\binom{m-1+j}{j}(t-s)^{m-1-j} q^{j}(t, s), & s \leq t  \tag{1.19}\\ \frac{(-1)^{m}}{(2 m-1)!} q^{m}(t, s) \sum_{j=0}^{m-1}\binom{m-1+j}{j}(s-t)^{m-1-j} p^{j}(t, s), & s \geq t\end{cases}
$$

where $p(t, s)=\frac{(s-\alpha)(\beta-t)}{\beta-\alpha}, q(t, s)=p(s, t), \forall t, s \in[\alpha, \beta]$.

The following Lemma describes the positivity of Green's function (1.12) see (Beesack [4] and [Levin [16]).

Lemma 1.1. The Green's function $G_{H, n}(t, s)$ has the following properties:
(i) $\frac{G_{H, n}(t, s)}{w(t)}>0, a_{1} \leq t \leq a_{r}, a_{1} \leq s \leq a_{r}$;
(ii) $G_{H, n}(t, s) \leq \frac{1}{(n-1)!(\beta-\alpha)}|w(t)|$;
(iii) $\int_{\alpha}^{\beta} G_{H, n}(t, s) d s=\frac{w(t)}{n!}$.

We arrange the paper in this manner, in section 2, we use Peano's representation of Hermite interpolating polynomial and newly defined Green functions to establish identities for majorization inequalities. We present generalized majorization inequalities and in particular we discuss the results for ( $m, n-m$ ) interpolating polynomial and two-point Taylor interpolating polynomial. In section 3, we give bounds for the identities related to the generalizations of majorization inequalities by using Čebyšev functionals. We also give Grüss type inequalities and Ostrowski-type inequalities for these functionals. In section 4, we present Lagrange and Cauchy type mean value theorems related to the defined functionals and also give $n$-exponential convexity which leads to exponential convexity and then log-convexity. At the end, in section 5 , we give some related analytical inequalities to our generalized results of upper bounds and also construct examples of exponentially convex functions.

## 2. Main Results via Peano's Representation and new Green functions

As mentioned in [11], the complete reference about Abel-Gontscharoff polynomial and theorem for 'twopoint right focal' problem is given in [3]:

Remark 2.1. As a special choice the Abel-Gontscharoff polynomial for 'two-point right focal' interpolating polynomial for $n=2$ can be given as:

$$
\begin{equation*}
f(z)=f(\alpha)+(z-\alpha) f^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{\Omega, 2}(z, w) f^{\prime \prime}(w) d w \tag{2.1}
\end{equation*}
$$

where $G_{\Omega, 2}(z, w)$ is the Green's function for 'two-point right focal problem' given as

$$
G_{1}(z, w)=G_{\Omega, 2}(z, w)= \begin{cases}(\alpha-w), & \alpha \leq w \leq z  \tag{2.2}\\ (\alpha-z), & z \leq w \leq \beta\end{cases}
$$

Mehmood et al. (2017) [11] introduced some new types of Green functions by keeping in view AbelGontscharoff Green's function for 'two-point right focal problem' that are:

$$
\begin{align*}
& G_{2}(z, w)= \begin{cases}(z-\beta), & \alpha \leq w \leq z \\
(w-\beta), & z \leq w \leq \beta\end{cases}  \tag{2.3}\\
& G_{3}(z, w)= \begin{cases}(z-\alpha), & \alpha \leq w \leq z \\
(w-\alpha), & z \leq w \leq \beta\end{cases}  \tag{2.4}\\
& G_{4}(z, w)= \begin{cases}(\beta-w), & \alpha \leq w \leq z \\
(\beta-z), & z \leq w \leq \beta\end{cases} \tag{2.5}
\end{align*}
$$

Mehmood et al. (2017) gave the following lemma, using this we obtain the new generalizations of majorization inequality.

Lemma 2.1. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be a twice differentiable function and $G_{c},(c=1,2,3,4)$ be the new Green functions defined above, then along with (2.1) the following identities holds:

$$
\begin{gather*}
f(z)=f(\beta)+(z-\beta) f^{\prime}(\alpha)+\int_{\alpha}^{\beta} G_{2}(z, w) f^{\prime \prime}(w) d w  \tag{2.6}\\
f(z)=f(\beta)-(\beta-\alpha) f^{\prime}(\alpha)+(z-\alpha) f^{\prime}(\alpha)+\int_{\alpha}^{\beta} G_{3}(z, w) f^{\prime \prime}(w) d w  \tag{2.7}\\
f(z)=f(\alpha)-(\beta-\alpha) f^{\prime}(\alpha)-(\beta-z) f^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{4}(z, w) f^{\prime \prime}(w) d w \tag{2.8}
\end{gather*}
$$

Equivalent statements between classical weighted majorization inequality and the inequality constructed by newly Green functions are given as:

Theorem 2.1. Let $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{m}\right) \in I^{m}$ be two decreasing $m$-tuples and also $\mathbf{w}=$ $\left(w_{1}, \ldots, w_{m}\right)$ be a real m-tuple such that satisfying (1.4) and $G_{c}(c=1,2,3,4)$ is defined as in (2.2)-(2.5) respectively. Then the following statements are equivalent:
(i) For every continuous convex function $f:[\alpha, \beta] \rightarrow \mathbb{R}$, then

$$
\begin{equation*}
\sum_{l=1}^{m} w_{l} f\left(y_{l}\right) \leq \sum_{l=1}^{m} w_{l} f\left(x_{l}\right) \tag{2.9}
\end{equation*}
$$

(ii) For $s \in[\alpha, \beta]$, the following inequality holds

$$
\begin{equation*}
\sum_{l=1}^{m} w_{l} G_{c}\left(y_{l}, s\right) \leq \sum_{l=1}^{m} w_{l} G_{c}\left(x_{l}, s\right), \quad c=1,2,3,4 \tag{2.10}
\end{equation*}
$$

Moreover, the statements (i) and (ii) are also equivalent if we change the sign of inequality in both inequalities, in (2.9) and (2.10).

Proof. " $(i) \Rightarrow(i i)$ " Suppose the statement (i) satisfies. Fix $c=1,2,3,4$, the functions $G_{c}(., s)(s \in[\alpha, \beta])$ are continuous and also convex, implies that these functions hold inequality (2.9) for each fix p, i.e., (2.10) holds.
$"(i i) \Rightarrow(i) "$ Since $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be a convex function, $f \in C^{2}([\alpha, \beta])$ and (ii) holds. Then the representation of the function $f$ in the form $(2.1),(2.6),(2.7)$ and (2.8) for the functions $G_{c}, c=1,2,3,4$ implies that for all $s \in[\alpha, \beta]$,

$$
\begin{align*}
& \sum_{l=1}^{m} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} f\left(y_{l}\right)  \tag{2.11}\\
& \quad=\int_{\alpha}^{\beta}\left(\sum_{l=1}^{m} w_{l} G_{c}\left(x_{l}, s\right)-\sum_{l=1}^{m} w_{l} G_{c}\left(y_{l}, s\right)\right) f^{\prime \prime}(s) d s, \quad c=1,2,3,4 \tag{2.12}
\end{align*}
$$

Since $f$ is a convex function, then $f^{\prime \prime}(x) \geq 0$ for all $x \in[\alpha, \beta]$. So, if for every $s \in[\alpha, \beta]$ the inequality (2.10) holds for each $c=1,2,3,4$, then it follows that for every convex function $f:[\alpha, \beta] \rightarrow \mathbb{R}$, with $f \in C^{2}[\alpha, \beta]$, inequality (2.9) holds.

At the end, note that it is not necessary to demand the existence of the second derivative of the function $f$ ( [12], p.172). The differentiability condition can be directly eliminated by using the fact that it is possible to approximate uniformly a continuous convex functions by convex polynomials.

We give some identities related to the generalizations of majorization inequality by using Peano's representation of Hermite's polynomial and new Green functions:

Theorem 2.2. Let $-\infty<\alpha<\beta<\infty$ and $\alpha \leq a_{1}<a_{2} \cdots<a_{r} \leq \beta,(r \geq 2)$ be the given points, and $f \in C^{n}([\alpha, \beta])$ and $\boldsymbol{w}=\left(w_{1}, \ldots, w_{m}\right), \boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{m}\right)$ be m-tuples such that $x_{l}$, $y_{l}$
$\in[\alpha, \beta], w_{l} \in \mathbb{R}(l=1, \ldots, m)$. Also let $H_{i j}, G_{H, n}$ and $G_{c}(c=1,2,3,4)$ be as defined in (1.10), (1.12) and (2.2)-(2.5) respectively. Then we have the following identities for $c=1,2,3,4$,

$$
\begin{align*}
& \sum_{l=1}^{m} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} f\left(y_{l}\right)=\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) f^{\prime}(\alpha) \\
& +\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t  \tag{2.13}\\
& +\int_{\alpha}^{\beta} f^{(n)}(s)\left[\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] G_{H, n-2}(t, s) d t\right] d s
\end{align*}
$$

where the Peano's kernel (Green's function) is defined as

$$
G_{H, n-2}(t, s)=\left\{\begin{array}{l}
\sum_{j=1}^{l} \sum_{i=0}^{k_{j}} \frac{\left(a_{j}-s\right)^{n-i-3}}{(n-i-3)!} H_{i j}(t) ; s \leq t  \tag{2.14}\\
-\sum_{j=l+1}^{r} \sum_{i=0}^{k_{j}} \frac{\left(a_{j}-s\right)^{n-i-3}}{(n-i-3)!} H_{i j}(t) ; s \geq t
\end{array}\right.
$$

for all $a_{l} \leq s \leq a_{l+1} ; l=0, \ldots, r$ with $a_{0}=\alpha$ and $a_{r+1}=\beta$.

Proof. Fix $c=1,2,3,4$, evaluating the identities one by one (2.1), (2.6), (2.7) and (2.8) into majorization difference, we get

$$
\begin{align*}
& \sum_{l=1}^{m} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} f\left(y_{l}\right) \\
& \quad=\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) f^{\prime}(\alpha)+\int_{\alpha}^{\beta}\left(\sum_{l=1}^{m} w_{l} G_{c}\left(x_{l}, t\right)-\sum_{l=1}^{m} w_{l} G_{c}\left(y_{l}, t\right)\right) f^{\prime \prime}(t) d t . \tag{2.15}
\end{align*}
$$

By the Peano's representation of Hermite's interpolatinhg polynomial Theorem 1.4, $f^{\prime \prime}(t)$ can be expressed as

$$
\begin{equation*}
f^{\prime \prime}(t)=\sum_{j=1}^{r} \sum_{i=0}^{k_{j}} H_{i j}(t) f^{(i+2)}\left(a_{j}\right)+\int_{\alpha}^{\beta} G_{H, n-2}(t, s) f^{(n)}(s) d s \tag{2.16}
\end{equation*}
$$

Using (2.16) in (2.15) we get

$$
\begin{aligned}
& \sum_{l=1}^{m} w_{l} \phi\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} \phi\left(y_{l}\right)=\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) f^{\prime}(\alpha) \\
& +\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \\
& +\int_{\alpha}^{\beta}\left(\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right)\left(\int_{\alpha}^{\beta} G_{H, n-2}(t, s) f^{(n)}(s) d s\right) d t
\end{aligned}
$$

after applying Fubini's theorm we get (2.13).

Integral version of the above theorem can be stated as:

Theorem 2.3. Let $-\infty<\alpha<\beta<\infty$ and $\alpha \leq a_{1}<a_{2} \cdots<a_{r} \leq \beta$, $(r \geq 2)$ be the given points, $f \in C^{n}([\alpha, \beta])$ and $x, y:[a, b] \rightarrow[\alpha, \beta], w:[a, b] \rightarrow \mathbb{R}$ be continuous functions. Also let $H_{i j}, G_{H, n-2}$ and $G_{c}(c=1,2,3,4)$ be as defined in (1.10), (2.14) and (2.2)-(2.5) respectively. Then we have the following identities for $c=1,2,3,4$,

$$
\begin{align*}
& \int_{a}^{b} w(\tau) f(x(\tau)) d \tau-\int_{a}^{b} w(\tau) f(y(\tau)) d \tau=\left(\int_{a}^{b} w(\tau) x(\tau) d \tau-\int_{a}^{b} w(\tau) y(\tau) d \tau\right) f^{\prime}(\alpha) \\
& +\int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t  \tag{2.17}\\
& +\int_{\alpha}^{\beta} f^{(n)}(s)\left(\int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] G_{H, n-2}(t, s) d t\right) d s
\end{align*}
$$

Theorem 2.4. Let $-\infty<\alpha=a_{1}<a_{2} \cdots<a_{r}=\beta<\infty,(r \geq 2)$ be the given points, $\boldsymbol{w}=\left(w_{1}, \ldots, w_{m}\right)$, $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{m}\right)$ be m-tuples such that $x_{l}, y_{l} \in[\alpha, \beta], w_{l} \in \mathbb{R}(l=1, \ldots, m)$ and $H_{i j}$, $G_{c}(c=1,2,3,4)$ be as defined in (1.10) and (2.2)-(2.5) respectively. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex and

$$
\begin{equation*}
\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right) \geq 0, \quad t \in[\alpha, \beta] \tag{2.18}
\end{equation*}
$$

Consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \sum_{l=1}^{m} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} f\left(y_{l}\right) \geq\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) f^{\prime}(\alpha) \\
& \quad+\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \tag{2.19}
\end{align*}
$$

(i) If $k_{j}$ is odd for each $j=2, . ., r$, then the inequalities for $c=1,2,3,4$, in (2.19) hold.
(ii) If $k_{j}$ is odd for each $j=2, . ., r-1$ and $k_{r}$ is even, then the reverse inequalities for $c=1,2,3,4$, in (2.19) hold.

Proof. (i) Since the function $f$ is $n$-convex, therefore without loss of generality we can assume that $\phi$ is $n$-times differentiable and $f^{(n)} \geq 0$ see [13, p. 16 and p. 293]. Also the given condition is that $k_{j}$ is odd for each $j=1,2, . ., r$ implies that

$$
\omega(t)=\prod_{j=1}^{r}\left(t-a_{j}\right)^{k_{j}+1} \geq 0
$$

By using the first part of Lemma 1.1 we have that the Peano's kernel $G_{H, n-2}(t, s) \geq 0$. Hence, we can apply Theorem 2.2 to obtain (2.19).
(ii) If $k_{r}$ is even then $\left(t-a_{r}\right)^{k_{r}+1} \leq 0$ for any $t \in[\alpha, \beta]$. Also clearly $\left(t-a_{1}\right)^{k_{1}+1} \geq 0$ for any $t \in[\alpha, \beta]$ and $\prod_{j=2}^{r-1}\left(t-a_{j}\right)^{k_{j}+1} \geq 0$ for $t \in[\alpha, \beta]$ if $k_{j}$ is odd for each $j=2, . ., r-1$, therefore combining all these we have $\omega(t)=\prod_{j=1}^{r}\left(t-a_{j}\right)^{k_{j}+1} \leq 0$ for any $t \in[\alpha, \beta]$ and by using the first part of Lemma 1.1 we have $G_{H, n-2}(t, s) \leq 0$. Hence, we can apply Theorem 2.2 to obtain reverse inequality in (2.19).

Integral version of the above theorem can be stated as:

Theorem 2.5. Let $-\infty<\alpha=a_{1}<a_{2} \cdots<a_{r}=\beta<\infty,(r \geq 2)$ be given points and $x, y:[a, b] \rightarrow[\alpha, \beta]$, $w:[a, b] \rightarrow \mathbb{R}$ be continuous functions and $H_{i j}$ and $G_{c}(c=1,2,3,4)$ be as defined in (1.10) and (2.2)-(2.5) respectively. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex and

$$
\begin{equation*}
\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau \geq 0, \quad t \in[\alpha, \beta] \tag{2.20}
\end{equation*}
$$

Consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \int_{a}^{b} w(\tau) f(x(\tau)) d \tau-\int_{a}^{b} w(\tau) f(y(\tau)) d \tau \geq\left(\int_{a}^{b} w(\tau) x(\tau) d \tau-\int_{a}^{b} w(\tau) y(\tau) d \tau\right) f^{\prime}(\alpha) \\
& +\int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \tag{2.21}
\end{align*}
$$

(i) If $k_{j}$ is odd for each $j=2, . ., r$, then the inequalities for $c=1,2,3,4$, in (2.21) hold.
(ii) If $k_{j}$ is odd for each $j=2, . ., r-1$ and $k_{r}$ is even, then the reverse inequalities for $c=1,2,3,4$, in (2.21) hold.

By using type ( $m, n-m$ ) conditions we can give the following result.

Corollary 2.1. Let $[\alpha, \beta]$ be an interval and $\boldsymbol{w}=\left(w_{1}, \ldots, w_{p}\right), \boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{p}\right)$ be p-tuples such that $x_{l}, y_{l} \in[\alpha, \beta], w_{l} \in \mathbb{R}(l=1, \ldots, p)$. Let $G_{c}(c=1,2,3,4)$ be the Green functions as defined in (2.2)-(2.5) respectively and also $\tau_{i}, \eta_{i}$ be as defined in (1.14) and (1.15) respectively. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex and the inequality (2.18) holds for $p$-tuples. Consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \sum_{l=1}^{p} w_{l} \phi\left(x_{l}\right)-\sum_{l=1}^{p} w_{l} \phi\left(y_{l}\right) \geq\left(\sum_{l=1}^{p} w_{l} x_{l}-\sum_{l=1}^{p} w_{l} y_{l}\right) f^{\prime}(\alpha) \\
& \quad+\int_{\alpha}^{\beta}\left[\sum_{l=1}^{p} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right]\left(\sum_{i=0}^{m-1} \tau_{i}(t) f^{(i+2)}(\alpha)+\sum_{i=0}^{n-m-1} \eta_{i}(t) f^{(i+2)}(\beta)\right) d t \tag{2.22}
\end{align*}
$$

(i) If $n-m$ is even, then the inequalities for $c=1,2,3,4$, in (2.22) hold.
(ii) If $n-m$ is odd, then the reverse inequalities for $c=1,2,3,4$, in (2.22) hold.

By using Two-point Taylor conditions we can give the following result.

Corollary 2.2. Let $[\alpha, \beta]$ be an interval, $\boldsymbol{w}=\left(w_{1}, \ldots, w_{p}\right), \boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{p}\right)$ be p-tuples such that $x_{l}, y_{l} \in[\alpha, \beta], w_{l} \in \mathbb{R}(l=1, \ldots, p)$ and $G_{c}(c=1,2,3,4)$ be the green function as defined in (2.2)(2.5) respectively. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex and the inequality (2.18) holds for $p$-tuples. Consider the
inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \sum_{l=1}^{p} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{p} w_{l} f\left(y_{l}\right) \geq\left(\sum_{l=1}^{p} w_{l} x_{l}-\sum_{l=1}^{p} w_{l} y_{l}\right) f^{\prime}(\alpha) \\
& +\int_{\alpha}^{\beta}\left[\sum_{l=1}^{p} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right]\left[\sum _ { i = 0 } ^ { m - 1 } \sum _ { k = 0 } ^ { m - 1 - i } ( \begin{array} { c } 
{ m + k - 1 } \\
{ k }
\end{array} ) \left[\frac{(t-\alpha)^{i}}{i!}\left(\frac{t-\beta}{\alpha-\beta}\right)^{m}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{k} f^{(i+2)}(\alpha)\right.\right. \\
& \left.\left.\quad+\frac{(t-\beta)^{i}}{i!}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{m}\left(\frac{t-\beta}{\alpha-\beta}\right)^{k} f^{(i+2)}(\beta)\right]\right] d t . \tag{2.23}
\end{align*}
$$

(i) If $m$ is even, then the inequalities for $c=1,2,3,4$, in (2.23) hold.
(ii) If $m$ is odd, then the reverse inequalities for $c=1,2,3,4$, in (2.23) hold.

Remark 2.2. Similarly we can give integral version of Corollaries 2.1,2.2.

The following generalization of classical majorization theorem (also known as Karamata's inequality) is valid.

Theorem 2.6. Let $-\infty<\alpha=a_{1}<a_{2} \cdots<a_{r}=\beta<\infty,(r \geq 2)$ be the given points, $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{m}\right)$ be $m$-tuples such that $\mathbf{y} \prec \mathbf{x}$ with $x_{l}, y_{l} \in[\alpha, \beta](l=1, \ldots, m)$. Let $H_{i j}$ and $G_{c}(c=1,2,3,4)$ be as defined in (1.10) and (2.2)-(2.5) respectively and also $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex. Consider the inequalities for $c=1,2,3,4$,

$$
\begin{equation*}
\sum_{l=1}^{m} f\left(x_{l}\right)-\sum_{l=1}^{m} f\left(y_{l}\right) \geq \int_{\alpha}^{\beta}\left[\sum_{l=1}^{m}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \tag{2.24}
\end{equation*}
$$

(i) If $k_{j}$ is odd for each $j=2, . ., r$, then the inequalities for $c=1,2,3,4$, in (2.24) hold.
(ii) If $k_{j}$ is odd for each $j=2, . ., r-1$ and $k_{r}$ is even, then the reverse inequalities for $c=1,2,3,4$, in (2.24) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.24) hold and the function $\mathbb{F}()=.\sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}($.$) is non negative (non positive), then the right hand side of (2.24) will be non$ negative (non positive) for each $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.2) will hold.

Proof. (i) Since the function $G$ is convex and $\mathbf{y} \prec \mathbf{x}$ therefore by Theorem 1.1, the inequalities for $c=1,2,3,4$, in (2.18) hold for $w_{l}=1$. Hence by Theorem 2.4(i) the inequalities for $c=1,2,3,4$, in (2.24) hold. Also if the function $\mathbb{F}$ is convex then by using $\mathbb{F}$ in (1.2) instead of $f$ we get that the right hand side of $(2.24)$ is non negative for each $c=1,2,3,4$.

Similarly we can prove part (ii).

In the following theorem we give generalization of Fuch's majorization theorem.

Theorem 2.7. Let $-\infty<\alpha=a_{1}<a_{2} \cdots<a_{r}=\beta<\infty,(r \geq 2)$ be the given points, $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{m}\right)$ be decreasing m-tuples and $\boldsymbol{w}=\left(w_{1}, \ldots, w_{m}\right)$ be any m-tuple with $x_{l}, y_{l} \in[\alpha, \beta], w_{l} \in \mathbb{R}$ $(l=1, \ldots, m)$ which satisfy (1.3) and (1.4). Let $H_{i j}$ and $G_{c}(c=1,2,3,4)$ be as defined in (1.10) and (2.2)-(2.5) respectively and also $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n-$ convex, then

$$
\begin{equation*}
\sum_{l=1}^{m} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} f\left(y_{l}\right) \geq \int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \tag{2.25}
\end{equation*}
$$

(i) If $k_{j}$ is odd for each $j=2, . ., r$, then the inequalities for $c=1,2,3,4$, in (2.25) hold.
(ii) If $k_{j}$ is odd for each $j=2, . ., r-1$ and $k_{r}$ is even, then the reverse inequalities for $c=1,2,3,4$, in (2.25) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.25) hold and the function
$\mathbb{F}()=.\sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}($.$) is non negative (non positive), then the right hand side of (2.25) will be non$ negative (non positive) for $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.5) will hold.

Proof. Similar to the proof of Theorem 2.6.

In the following theorem we give generalized majorization integral inequality.

Theorem 2.8. Let $-\infty<\alpha=a_{1}<a_{2} \cdots<a_{r}=\beta<\infty,(r \geq 2)$ be the given points, and $x, y:[a, b] \rightarrow$ $[\alpha, \beta]$ be decreasing and $w:[a, b] \rightarrow \mathbb{R}$ be continuous functions such that (1.6) and (1.7) hold. Also let $H_{i j}$ and $G_{c}(c=1,2,3,4)$ be as defined in (1.10) and (2.2)-(2.5) respectively and also $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex and consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \int_{a}^{b} w(\tau) f(x(\tau)) d \tau-\int_{a}^{b} w(\tau) f(y(\tau)) d \tau \\
& \geq \int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \tag{2.26}
\end{align*}
$$

(i) If $k_{j}$ is odd for each $j=2, . ., r$, then the inequalities for $c=1,2,3,4$, in (2.26) hold.
(ii) If $k_{j}$ is odd for each $j=2, . ., r-1$ and $k_{r}$ is even, then the reverse inequalities for $c=1,2,3,4$, in (2.26) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.26) hold and the function $\mathbb{F}()=.\sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}($.$) is non negative (non positive), then the right hand side of (2.26) will be non$ negative (non positive) for $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.8) will hold.

By using type $(m, n-m)$ conditions we can give generalization of majorization inequality for majorized tuples:

Corollary 2.3. Let $[\alpha, \beta]$ be an interval, $\boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{p}\right)$ be any $p$-tuple such that $\mathbf{y}$ $\prec \mathbf{x}$ with $x_{l}, y_{l} \in[\alpha, \beta](l=1, \ldots, p)$. Let $\tau_{i}$ and $\eta_{i}$ be as defined in (1.14) and (1.15) respectively. Let $G_{c}(c=1,2,3,4)$ be defined as in (2.2)-(2.5) respectively and also $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex. Consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \sum_{l=1}^{p} f\left(x_{l}\right)-\sum_{l=1}^{p} f\left(y_{l}\right) \\
& \quad \geq \int_{\alpha}^{\beta}\left[\sum_{l=1}^{p}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right]\left(\sum_{i=0}^{m-1} \tau_{i}(t) f^{(i+2)}(\alpha)+\sum_{i=0}^{n-m-1} \eta_{i}(t) f^{(i+2)}(\beta)\right) d t . \tag{2.27}
\end{align*}
$$

(i) If $n-m$ is even, then the inequalities for $c=1,2,3,4$ in (2.27) hold.
(ii) If $n-m$ is odd, then the reverse inequalities for $c=1,2,3,4$, in (2.27) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.27) hold and the function
$\mathbb{F}()=.\sum_{i=0}^{m-1} f^{(i+2)}(\alpha) \tau_{i}()+.\sum_{i=0}^{n-m-1} f^{(i+2)}(\beta) \eta_{i}($.$) is non negative (non positive), then the right hand side$ of (2.27) will be non negative (non positive) for each $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.2) will hold.

By using Two-point Taylor conditions we can give generalization of majorization inequality for majorized tuples:

Corollary 2.4. Let $[\alpha, \beta]$ be an interval and $\boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right), \boldsymbol{y}=\left(y_{1}, \ldots, y_{p}\right)$ be decreasing $p$-tuples such that $\mathbf{y} \prec \mathbf{x}$ with $x_{l}, y_{l} \in[\alpha, \beta](l=1, \ldots, p)$. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n-c o n v e x$. Consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \sum_{l=1}^{p} f\left(x_{l}\right)-\sum_{l=1}^{p} f\left(y_{l}\right) \geq \int_{\alpha}^{\beta} {\left[\sum_{l=1}^{p}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \mathbb{F}(t) d t }  \tag{2.28}\\
& \text { where } \mathbb{F}(t)=\sum_{i=0}^{m-1} \sum_{k=0}^{m-1-i}\binom{m+k-1}{k} {\left[\frac{(t-\alpha)^{i}}{i!}\left(\frac{t-\beta}{\alpha-\beta}\right)^{m}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{k} f^{(i+2)}(\alpha)\right.} \\
&\left.+\frac{(t-\beta)^{i}}{i!}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{m}\left(\frac{t-\beta}{\alpha-\beta}\right)^{k} f^{(i+2)}(\beta)\right] .
\end{align*}
$$

(i) If $m$ is even, then the inequalities for $c=1,2,3,4$, in (2.28) hold.
(ii) If $m$ is odd, then the reverse inequalities for $c=1,2,3,4$, in (2.28) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.28) hold and the function $\mathbb{F}($.$) is non negative$ (non positive), then the right hand side of (2.28) will be non negative (non positive) for each $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.2) will hold.

By using type $(m, n-m)$ conditions we can give the following weighted majorization inequality.

Corollary 2.5. Let $[\alpha, \beta]$ be an interval and $\boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{p}\right)$ be decreasing $p$-tuples and $\boldsymbol{w}=\left(w_{1}, \ldots, w_{p}\right)$ be any $p$-tuple such that $x_{l}, y_{l} \in[\alpha, \beta], w_{l} \in \mathbb{R}(l=1, \ldots, p)$ which satisfy (1.3) and (1.4). Let $\tau_{i}$ and $\eta_{i}$ be as defined in (1.14) and (1.15) respectively and let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex. Consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \sum_{l=1}^{p} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{p} w_{l} f\left(y_{l}\right) \\
& \quad \geq \int_{\alpha}^{\beta}\left[\sum_{l=1}^{p} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right]\left(\sum_{i=0}^{m-1} \tau_{i}(t) f^{(i+2)}(\alpha)+\sum_{i=0}^{n-m-1} \eta_{i}(t) f^{(i+2)}(\beta)\right) d t \tag{2.29}
\end{align*}
$$

(i) If $n-m$ is even, then the inequalities for $c=1,2,3,4$, in (2.29) hold.
(ii) If $n-m$ is odd, then the reverse inequalities for $c=1,2,3,4$, in (2.29) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.29) hold and the function $\mathbb{F}()=.\sum_{i=0}^{m-1} f^{(i+2)}(\alpha) \tau_{i}()+.\sum_{i=0}^{n-m-1} f^{(i+2)}(\beta) \eta_{i}($.$) is non negative (non positive), then the right hand side$ of (2.29) will be non negative (non positive) for each $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.5) will hold.

By using Two-point Taylor conditions we can give the following weighted majorization inequality.

Corollary 2.6. Let $[\alpha, \beta]$ be an interval and $\boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right), \boldsymbol{y}=\left(y_{1}, \ldots, y_{p}\right)$ be decreasing $p$-tuples such that $x_{l}, y_{l} \in[\alpha, \beta], w_{l} \in \mathbb{R}(l=1, \ldots, p)$ which satisfy (1.3) and (1.4) and let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex. Consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
\sum_{l=1}^{p} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{p} w_{l} f\left(y_{l}\right) \geq \int_{\alpha}^{\beta} & {\left[\sum_{l=1}^{p} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \mathbb{F}(t) d t }  \tag{2.30}\\
\text { where } \mathbb{F}(t)=\sum_{i=0}^{m-1} \sum_{k=0}^{m-1-i}\binom{m+k-1}{k} & {\left[\frac{(t-\alpha)^{i}}{i!}\left(\frac{t-\beta}{\alpha-\beta}\right)^{m}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{k} f^{(i+2)}(\alpha)\right.} \\
& \left.+\frac{(t-\beta)^{i}}{i!}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{m}\left(\frac{t-\beta}{\alpha-\beta}\right)^{k} f^{(i+2)}(\beta)\right] .
\end{align*}
$$

(i) If $m$ is even, then the inequalities for $c=1,2,3,4$, in (2.30) hold.
(ii) If $m$ is odd, then the reverse inequalities for $c=1,2,3,4$, in (2.30) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.30) hold and the function $\mathbb{F}($.$) is non negative$ (non positive), then the right hand side of (2.30) will be non negative (non positive) for each $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.5) will hold.

The integral version of the above Corollaries can be stated as:

Corollary 2.7. Let $[\alpha, \beta]$ be an interval and $x, y:[a, b] \rightarrow[\alpha, \beta]$ be decreasing and $w:[a, b] \rightarrow \mathbb{R}$ be continuous function such that (1.6), (1.7) hold. Let $\tau_{i}$ and $\eta_{i}$ be as defined in (1.14) and (1.15) respectively and $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex. Consider the inequalities for $c=1,2,3,4$,

$$
\begin{align*}
& \int_{a}^{b} w(\tau) f(x(\tau)) d \tau-\int_{a}^{b} w(\tau) f(y(\tau)) d \tau \\
& \quad \geq \int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right]\left(\sum_{i=0}^{m-1} \tau_{i}(t) f^{(i+2)}(\alpha)+\sum_{i=0}^{n-m-1} \eta_{i}(t) f^{(i+2)}(\beta)\right) d t \tag{2.31}
\end{align*}
$$

(i) If $n-m$ is even, then the inequalities for $c=1,2,3,4$, in (2.31) hold.
(ii) If $n-m$ is odd, then the reverse inequalities for $c=1,2,3,4$, in (2.31) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.31) holds and the function $\mathbb{F}()=.\sum_{i=0}^{m-1} f^{(i+2)}(\alpha) \tau_{i}()+.\sum_{i=0}^{n-m-1} f^{(i+2)}(\beta) \eta_{i}($.$) is non negative (non positive), then the right hand side$ of (2.31) will be non negative (non positive) for each $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.8) will hold.

Corollary 2.8. Let $[\alpha, \beta]$ be an interval and $x, y:[a, b] \rightarrow[\alpha, \beta]$ be decreasing and $w:[a, b] \rightarrow \mathbb{R}$ be continuous functions such that (1.6) and (1.7) hold. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be $n$-convex. Consider the inequalities for $c=1,2,3,4$,

$$
\begin{aligned}
\int_{a}^{b} w(\tau) f(x(\tau)) d \tau-\int_{a}^{b} w(\tau) f(y(\tau)) d \tau \geq \int_{\alpha}^{\beta} & {\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] F(t) d t } \\
\text { where } \mathbb{F}(t)=\sum_{i=0}^{m-1} \sum_{k=0}^{m-1-i}\binom{m+k-1}{k} & {\left[\frac{(t-\alpha)^{i}}{i!}\left(\frac{t-\beta}{\alpha-\beta}\right)^{m}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{k} f^{(i+2)}(\alpha)\right.} \\
& \left.+\frac{(t-\beta)^{i}}{i!}\left(\frac{t-\alpha}{\beta-\alpha}\right)^{m}\left(\frac{t-\beta}{\alpha-\beta}\right)^{k} f^{(i+2)}(\beta)\right]
\end{aligned}
$$

(i) If $m$ is even, then the inequalities for $c=1,2,3,4$, in (2.32) hold.
(ii) If $m$ is odd, then the reverse inequalities for $c=1,2,3,4$, in (2.32) hold.

If the inequalities (reverse inequalities) for $c=1,2,3,4$, in (2.32) hold and the function $\mathbb{F}($.$) is non negative$ (non positive), then the right hand side of (2.32) will be non negative (non positive) for each $c=1,2,3,4$, that is the inequality (reverse inequality) in (1.8) will hold.

## 3. Upper Bounds for obtained generalized identities

For two Lebesgue integrable functions $f, h:[\alpha, \beta] \rightarrow \mathbb{R}$ we consider the Cebyšev functional

$$
\Lambda(f, h)=\frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} f(t) h(t) d t-\frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} f(t) d t \cdot \frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} h(t) d t .
$$

In [6] the authors proved the following theorems:

Theorem 3.1. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be a Lebesgue integrable function and $h:[\alpha, \beta] \rightarrow \mathbb{R}$ be an absolutely continuous function with $(\cdot-\alpha)(\beta-\cdot)\left[h^{\prime}\right]^{2} \in L[\alpha, \beta]$. Then we have the inequality

$$
\begin{equation*}
|\Lambda(f, h)| \leq \frac{1}{\sqrt{2}}[\Lambda(f, f)]^{\frac{1}{2}} \frac{1}{\sqrt{\beta-\alpha}}\left(\int_{\alpha}^{\beta}(x-\alpha)(\beta-x)\left[h^{\prime}(x)\right]^{2} d x\right)^{\frac{1}{2}} \tag{3.1}
\end{equation*}
$$

The constant $\frac{1}{\sqrt{2}}$ in (3.1) is the best possible.

Theorem 3.2. Assume that $h:[\alpha, \beta] \rightarrow \mathbb{R}$ is monotonic nondecreasing on $[\alpha, \beta]$ and $f:[\alpha, \beta] \rightarrow \mathbb{R}$ is absolutely continuous with $f^{\prime} \in L_{\infty}[\alpha, \beta]$. Then we have the inequality

$$
\begin{equation*}
|\Lambda(f, h)| \leq \frac{1}{2(\beta-\alpha)}\left\|f^{\prime}\right\|_{\infty} \int_{\alpha}^{\beta}(x-\alpha)(\beta-x) d h(x) \tag{3.2}
\end{equation*}
$$

The constant $\frac{1}{2}$ in (3.2) is the best possible.

In this section, we give the upper bounds like Grüss-type and Ostrowski-type for our generalized results.
For $m$-tuples $\mathbf{w}=\left(w_{1}, \ldots, w_{m}\right), \mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right)$ with $x_{l}, y_{l} \in[\alpha, \beta], w_{l} \in \mathbb{R}(l=$ $1, \ldots, m)$ and the Green functions $G_{c}(c=1,2,3,4)$ and $G_{H, n-2}$ be as defined in (2.2)-(2.5) and (2.14) respectively, denote

$$
\begin{equation*}
\mathfrak{L}(s)=\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] G_{H, n-2}(t, s) d t, \quad s \in[\alpha, \beta] \tag{3.3}
\end{equation*}
$$

for $c=1,2,3,4$, similarly for continuous functions $x, y:[a, b] \rightarrow[\alpha, \beta], w:[a, b] \rightarrow \mathbb{R}$ and the Green function $G_{c}(c=1,2,3,4)$ and $G_{H, n-2}$ be as defined in (2.2)-(2.5) and (2.14) respectively, denote

$$
\begin{equation*}
\mathfrak{J}(s)=\int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] G_{H, n-2}(t, s) d t, \quad s \in[\alpha, \beta] \tag{3.4}
\end{equation*}
$$

for $c=1,2,3,4$.
Consider the Čebyšev functionals $\Lambda(\mathfrak{L}, \mathfrak{L}), \Lambda(\mathfrak{J}, \mathfrak{J})$ are given by:

$$
\begin{align*}
& \Lambda(\mathfrak{L}, \mathfrak{L})=\frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} \mathfrak{L}^{2}(s) d s-\left(\frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} \mathfrak{L}(s) d s\right)^{2}  \tag{3.5}\\
& \Lambda(\mathfrak{J}, \mathfrak{J})=\frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} \mathfrak{J}^{2}(s) d s-\left(\frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} \mathfrak{J}(s) d s\right)^{2} \tag{3.6}
\end{align*}
$$

Theorem 3.3. Let $-\infty<\alpha<\beta<\infty$ and $\alpha \leq a_{1}<a_{2} \cdots<a_{r} \leq \beta$, $(r \geq 2)$ be the given points, and $f \in C^{n}([\alpha, \beta])$ such that $(\cdot-\alpha)(\beta-\cdot)\left[f^{(n+1)}\right]^{2} \in L[\alpha, \beta]$ and $\boldsymbol{w}=\left(w_{1}, \ldots, w_{m}\right), \boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{m}\right)$ be m-tuples such that $x_{l}, y_{l} \in[\alpha, \beta], w_{l} \in \mathbb{R}(l=1, \ldots, m)$. Also let $H_{i j}$ be the fundamental
polynomials of the Hermite basis and the functions $G_{c}(c=1,2,3,4)$ and $\mathfrak{L}$ be defined by (2.2)-(2.5) and (3.3) respectively. Then

$$
\begin{array}{r}
\sum_{l=1}^{m} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} f\left(y_{l}\right)=\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) f^{\prime}(\alpha) \\
+\sum_{j=1}^{r} \sum_{i=0}^{k_{j}} \phi^{(i+2)}\left(a_{j}\right) \int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] H_{i j}(t) d t \\
+\frac{f^{(n-1)}(\beta)-f^{(n-1)}(\alpha)}{\beta-\alpha} \int_{\alpha}^{\beta} \mathfrak{L}(s) d s+\mathbb{R} \mathbb{E} \mathbb{M}(f ; \alpha, \beta), \tag{3.7}
\end{array}
$$

where the remainder $\mathbb{R} \mathbb{E} \mathbb{M}(f ; \alpha, \beta)$ satisfies the estimation

$$
\begin{equation*}
|\mathbb{R E M}(f ; \alpha, \beta)| \leq \frac{\sqrt{\beta-\alpha}}{\sqrt{2}}[\Lambda(\mathfrak{L}, \mathfrak{L})]^{\frac{1}{2}}\left|\int_{\alpha}^{\beta}(s-\alpha)(\beta-s)\left[f^{(n+1)}(s)\right]^{2} d s\right|^{\frac{1}{2}} \tag{3.8}
\end{equation*}
$$

Proof. Comparing (3.7) and (2.13) we have

$$
\mathbb{R} \mathbb{E} \mathbb{M}(f ; \alpha, \beta)=(\beta-\alpha) \Lambda\left(\mathfrak{L}, f^{(n)}\right)
$$

Applying Theorem 3.1 on the functions $\mathfrak{L}$ and $f^{(n)}$ we obtain (3.8).

The integral version of the above theorem can be stated as:

Theorem 3.4. Let $-\infty<\alpha<\beta<\infty$ and $\alpha \leq a_{1}<a_{2} \cdots<a_{r} \leq \beta$, $(r \geq 2)$ be the given points, and $f \in C^{n}([\alpha, \beta])$ such that $(\cdot-\alpha)(\beta-\cdot)\left[f^{(n+1)}\right]^{2} \in L[\alpha, \beta]$ and $x, y:[a, b] \rightarrow[\alpha, \beta]$, w: $[a, b] \rightarrow \mathbb{R}$ be continuous functions. Also let $H_{i j}$ be the fundamental polynomials of the Hermite basis and the functions $G_{c}(c=1,2,3,4)$ and $\mathfrak{J}$ be defined by (2.2)-(2.5) and (3.4) respectively. Then

$$
\begin{array}{r}
\int_{a}^{b} w(\tau) f(x(\tau)) d \tau-\int_{a}^{b} w(\tau) f(y(\tau)) d \tau=\left(\int_{a}^{b} w(\tau) x(\tau) d \tau-\int_{a}^{b} w(\tau) y(\tau) d \tau\right) f^{\prime}(\alpha) \\
+\int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \\
+\frac{f^{(n-1)}(\beta)-f^{(n-1)}(\alpha)}{\beta-\alpha} \int_{\alpha}^{\beta} \mathfrak{J}(s) d s+\mathbb{R} \tilde{\mathbb{E}} \mathbb{M}(f ; \alpha, \beta) \tag{3.9}
\end{array}
$$

where the remainder $\mathbb{R} \tilde{\mathbb{E}} \mathbb{M}(f ; \alpha, \beta)$ satisfies the estimation

$$
\begin{equation*}
|\mathbb{R} \tilde{\mathbb{E} M}(f ; \alpha, \beta)| \leq \frac{\sqrt{\beta-\alpha}}{\sqrt{2}}[\Lambda(\mathfrak{J}, \mathfrak{J})]^{\frac{1}{2}}\left|\int_{\alpha}^{\beta}(s-\alpha)(\beta-s)\left[f^{(n+1)}(s)\right]^{2} d s\right|^{\frac{1}{2}} \tag{3.10}
\end{equation*}
$$

Using Theorem 3.2 we obtain the following Grüss type inequalities.

Theorem 3.5. Let $-\infty<\alpha<\beta<\infty$ and $\alpha \leq a_{1}<a_{2} \cdots<a_{r} \leq \beta,(r \geq 2)$ be the given points, and $f \in C^{n}([\alpha, \beta])$ such that $f^{(n)}$ is monotonic non decreasing on $[\alpha, \beta]$ and let $\mathfrak{L}$ be defined by (3.3). Then the
representation (3.7) holds and the remainder $\mathbb{R} \mathbb{E} \mathbb{M}(f ; \alpha, \beta)$ satisfies the bound

$$
\begin{equation*}
|\mathbb{R} \mathbb{E} \mathbb{M}(f ; \alpha, \beta)| \leq\left\|\mathfrak{L}^{\prime}\right\|_{\infty}\left\{\frac{f^{(n-1)}(\beta)+f^{(n-1)}(\alpha)}{2}-\frac{f^{(n-2)}(\beta)-f^{(n-2)}(\alpha)}{\beta-\alpha}\right\} \tag{3.11}
\end{equation*}
$$

Proof. Since $\mathbb{R E M}(f ; \alpha, \beta)=(\beta-\alpha) \Lambda\left(\mathfrak{L}, f^{(n)}\right)$, applying Theorem 3.2 on the functions $\mathfrak{L}$ and $f^{(n)}$ we get (3.11).

Integral case of the above theorem can be given:

Theorem 3.6. Let $-\infty<\alpha<\beta<\infty$ and $\alpha \leq a_{1}<a_{2} \cdots<a_{r} \leq \beta,(r \geq 2)$ be the given points, and $f \in C^{n}([\alpha, \beta])$ such that $f^{(n)}$ is monotonic non decreasing on $[\alpha, \beta]$ and let $x, y:[a, b] \rightarrow[\alpha, \beta], w:[a, b] \rightarrow \mathbb{R}$ be continuous functions and also $G_{c}(c=1,2,3,4)$ and $\mathfrak{J}$ be defined by (2.2)-(2.5) and(3.4) respectively. Then we have the representation (3.9) and the remainder $\mathbb{R} \tilde{\mathbb{E}}(f ; \alpha, \beta)$ satisfies the bound

$$
\begin{equation*}
|\mathbb{R} \tilde{\mathbb{E}} \mathbb{M}(f ; \alpha, \beta)| \leq\left\|\mathfrak{J}^{\prime}\right\|_{\infty}\left\{\frac{f^{(n-1)}(\beta)+f^{(n-1)}(\alpha)}{2}-\frac{f^{(n-2)}(\beta)-f^{(n-2)}(\alpha)}{\beta-\alpha}\right\} \tag{3.12}
\end{equation*}
$$

We present the Ostrowski-type inequalities related to generalizations of majorization inequality.
Theorem 3.7. Suppose that all assumptions of Theorem 2.2 hold. Assume $(u, v)$ is a pair of conjugate exponents, that is $1 \leq u, v \leq \infty, 1 / u+1 / v=1$. Let $\left|f^{(n)}\right|^{u}:[\alpha, \beta] \rightarrow \mathbb{R}$ be an $R$-integrable function for some $n \in \mathbb{N}$. Then we have:

$$
\begin{align*}
\mid \sum_{l=1}^{m} w_{l} f\left(x_{l}\right)- & \sum_{l=1}^{m} w_{l} f\left(y_{l}\right)-\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) f^{\prime}(\alpha) \\
& -\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \mid \leq\left\|f^{(n)}\right\|\left\|_{u}\right\| \mathfrak{L} \|_{v} \tag{3.13}
\end{align*}
$$

where $\mathfrak{L}$ is defined in (3.3).
The constant on the right-hand side of (3.13) is sharp for $1<u \leq \infty$ and the best possible for $u=1$.
Proof. By using (3.3) we have

$$
\mathfrak{L}(t)=\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] G_{H, n-2}(t, s) d t, \text { for } c=1,2,3,4
$$

Using the identity (2.13) and applying Hölder's inequality we obtain

$$
\begin{aligned}
& \mid \sum_{l=1}^{m} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} f\left(y_{l}\right) \\
& -\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) f^{\prime}(\alpha)-\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \mid \\
& =\left|\int_{\alpha}^{\beta} \mathfrak{L}(t) f^{(n)}(t) d t\right| \leq\left\|f^{(n)}\right\|_{u}\left(\int_{\alpha}^{\beta}|\mathfrak{L}(t)|^{v} d t\right)^{\frac{1}{v}} .
\end{aligned}
$$

For the proof of the sharpness of the constant $\left(\int_{\alpha}^{\beta}|\mathfrak{L}(t)|^{v} d t\right)^{\frac{1}{v}}$ is analog to one in proof of Theorem 11 in [1].

Integral version of the above theorem can be given as:

Theorem 3.8. Suppose that all assumptions of Theorem 2.3 hold. Assume $(u, v)$ is a pair of conjugate exponents, that is $1 \leq u, v \leq \infty, 1 / u+1 / v=1$. Let $\left|f^{(n)}\right|^{u}:[\alpha, \beta] \rightarrow \mathbb{R}$ be an $R$-integrable function for some $n \in \mathbb{N}$. Then we have:

$$
\begin{align*}
& \mid \int_{a}^{b} w(\tau) f(x(\tau)) d \tau-\int_{a}^{b} w(\tau) f(y(\tau)) d \tau-\left(\int_{a}^{b} w(\tau)(x(\tau)-y(\tau)) d \tau\right) f^{\prime}(\alpha) \\
& -\int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t \mid \\
& \leq\left\|f^{(n)}\right\|_{u}\|\mathfrak{J}\|_{v} \tag{3.14}
\end{align*}
$$

where $\mathfrak{J}$ is defined in (3.4).
The constant on the right-hand side of (3.14) is sharp for $1<u \leq \infty$ and the best possible for $u=1$.

## 4. $n$-EXPONENTIAL CONVEXITY AND EXPONENTIAL CONVEXITY

We begin this section by giving some definitions and notions which are used frequently in the results. For more details see e.g. [5], [9] and [14].

Definition 4.1. A function $f: I \rightarrow \mathbb{R}$ is n-exponentially convex in the Jensen sense on $I$ if

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} f\left(\frac{x_{i}+x_{j}}{2}\right) \geq 0
$$

hold for all choices $\xi_{1}, \ldots, \xi_{n} \in \mathbb{R}$ and all choices $x_{1}, \ldots, x_{n} \in I$. A function $f: I \rightarrow \mathbb{R}$ is $n$-exponentially convex if it is n-exponentially convex in the Jensen sense and continuous on I.

Definition 4.2. A function $f: I \rightarrow \mathbb{R}$ is exponentially convex in the Jensen sense on $I$ if it is $n$-exponentially convex in the Jensen sense for all $n \in \mathbb{N}$.

A function $f: I \rightarrow \mathbb{R}$ is exponentially convex if it is exponentially convex in the Jensen sense and continuous.

Proposition 4.1. If $f: I \rightarrow \mathbb{R}$ is an n-exponentially convex in the Jensen sense, then the matrix $\left[f\left(\frac{x_{i}+x_{j}}{2}\right)\right]_{i, j=1}^{m}$ is a positive semi-definite matrix for all $m \in \mathbb{N}, m \leq n$. Particularly,

$$
\operatorname{det}\left[f\left(\frac{x_{i}+x_{j}}{2}\right)\right]_{i, j=1}^{m} \geq 0
$$

for all $m \in \mathbb{N}, m=1,2, \ldots, n$.

Remark 4.1. It is known that $f: I \rightarrow \mathbb{R}^{+}$is a log-convex in the Jensen sense if and only if

$$
\alpha^{2} f(x)+2 \alpha \beta f\left(\frac{x+y}{2}\right)+\beta^{2} f(y) \geq 0
$$

holds for every $\alpha, \beta \in \mathbb{R}$ and $x, y \in I$. It follows that a positive function is log-convex in the Jensen sense if and only if it is 2-exponentially convex in the Jensen sense.

A positive function is log-convex if and only if it is 2-exponentially convex.

Motivated by inequalities (2.19) and (2.21), under the assumptions of Theorems 2.4 and 2.5 we define the following linear functionals:

$$
\begin{align*}
& \mathbb{H}_{1}(f)=\sum_{l=1}^{m} w_{l} f\left(x_{l}\right)-\sum_{l=1}^{m} w_{l} f\left(y_{l}\right)-\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) f^{\prime}(\alpha) \\
&-\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t, \quad c=1,2,3,4 \tag{4.1}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{H}_{2}(f)=\int_{a}^{b} w(\tau) f(x(\tau)) d \tau-\int_{a}^{b} w(\tau) f(y(\tau)) d \tau-\left(\int_{a}^{b} w(\tau)(x(\tau)-y(\tau)) d \tau\right) f^{\prime}(\alpha) \\
& -\int_{\alpha}^{\beta}\left[\int_{a}^{b} w(\tau)\left(G_{c}(x(\tau), t)-G_{c}(y(\tau), t)\right) d \tau\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t, \quad c=1,2,3,4 \tag{4.2}
\end{align*}
$$

Remark 4.2. Under the assumptions of Theorems 2.4 and 2.5 , it holds $\mathbb{H}_{i}(f) \geq 0, i=1,2$, for all $n$-convex functions $f$.

Lagrange and Cauchy type mean value theorems related to defined functionals are given in the following theorems.

Theorem 4.1. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be such that $f \in C^{n}[\alpha, \beta]$. If the inequalities in (2.18) ( $i=1$ ) and (2.20) ( $i=2$ ) hold, then there exist $\xi_{i} \in[\alpha, \beta]$ such that

$$
\begin{equation*}
\mathbb{H}_{i}(f)=f^{(n)}\left(\xi_{i}\right) \mathbb{H}_{i}(\varphi), \quad i=1,2 \tag{4.3}
\end{equation*}
$$

where $\varphi(x)=\frac{x^{n}}{n!}$ and $\mathbb{H}_{i}, i=1,2$ are defined by (4.1) and(4.2).
Proof. Similar to the proof of Theorem 4.1 in [10].

Theorem 4.2. Let $f, g:[\alpha, \beta] \rightarrow \mathbb{R}$ be such that $f, g \in C^{n}[\alpha, \beta]$. If the inequalities in (2.18) ( $i=1$ ), (2.20) $(i=2)$, hold, then there exist $\xi_{i} \in[\alpha, \beta]$ such that

$$
\begin{equation*}
\frac{\mathbb{H}_{i}(f)}{\mathbb{H}_{i}(g)}=\frac{f^{(n)}\left(\xi_{i}\right)}{g^{(n)}\left(\xi_{i}\right)}, \quad i=1,2 \tag{4.4}
\end{equation*}
$$

provided that the denominators are non-zero and $\mathbb{H}_{i}, i=1,2$, are defined by (4.1) and(4.2).

Proof. Similar to the proof of Theorem 4.2 in [10].

Now we will produce $n$-exponentially and exponentially convex functions applying defined functionals. We use an idea from [14]. In the sequel $J$ will be interval in $\mathbb{R}$.

Theorem 4.3. Let $\Omega=\left\{f_{t}: t \in J\right\}$, where $J$ is an interval in $\mathbb{R}$, be a family of functions defined on an interval $[\alpha, \beta]$ such that the function $t \mapsto\left[x_{0}, \ldots, x_{n} ; f_{t}\right]$ is $n$-exponentially convex in the Jensen sense on $J$ for every $(n+1)$ mutually different points $x_{0}, \ldots, x_{n} \in[\alpha, \beta]$. Then for the linear functionals $\mathbb{H}_{i}\left(f_{t}\right)$ $(i=1,2)$ as defined by (4.1) and (4.2), the following statements hold:
(i) The function $t \rightarrow \mathbb{H}_{i}\left(f_{t}\right)$ is n-exponentially convex in the Jensen sense on $J$ and the matrix $\left[\mathbb{H}_{i}\left(f_{\frac{t_{j}+t_{l}}{2}}\right)\right]_{j, l=1}^{m}$ is a positive semi-definite for all $m \in \mathbb{N}, m \leq n, t_{1}, . ., t_{m} \in J$. Particularly,

$$
\operatorname{det}\left[\mathbb{H}_{i}\left(f_{\frac{t_{j}+t_{l}}{2}}\right)\right]_{j, l=1}^{m} \geq 0 \text { for all } m \in \mathbb{N}, m=1,2, \ldots, n
$$

(ii) If the function $t \rightarrow \mathbb{H}_{i}\left(f_{t}\right)$ is continuous on $J$, then it is $n$-exponentially convex on $J$.

Proof. The proof is similar to the proof of Theorem 23 in [2].

The following corollary is an immediate consequence of the above theorem.

Corollary 4.1. Let $\Omega=\left\{f_{t}: t \in J\right\}$, where $J$ is an interval in $\mathbb{R}$, be a family of functions defined on an interval $[\alpha, \beta]$ such that the function $t \mapsto\left[x_{0}, \ldots, x_{n} ; f_{t}\right]$ is exponentially convex in the Jensen sense on $J$ for every $(n+1)$ mutually different points $x_{0}, \ldots, x_{n} \in[\alpha, \beta]$. Then for the linear functionals $\mathbb{H}_{i}\left(f_{t}\right)(i=1,2)$ as defined by (4.1) and (4.2), the following statements hold:
(i) The function $t \rightarrow \mathbb{H}_{i}\left(f_{t}\right)$ is exponentially convex in the Jensen sense on $J$ and the matrix $\left[\mathbb{H}_{i}\left(f_{\frac{t_{j}+t_{l}}{2}}\right)\right]_{j, l=1}^{m}$ is a positive semi-definite for all $m \in \mathbb{N}, m \leq n, t_{1}, . ., t_{m} \in J$. Particularly,

$$
\operatorname{det}\left[\mathbb{H}_{i}\left(f_{\frac{t_{j}+t_{l}}{2}}\right)\right]_{j, l=1}^{m} \geq 0 \text { for all } m \in \mathbb{N}, m=1,2, \ldots, n
$$

(ii) If the function $t \rightarrow \mathbb{H}_{i}\left(f_{t}\right)$ is continuous on $J$, then it is exponentially convex on $J$.

Corollary 4.2. Let $\Omega=\left\{f_{t}: t \in J\right\}$, where $J$ is an interval in $\mathbb{R}$, be a family of functions defined on an interval $[\alpha, \beta]$ such that the function $t \mapsto\left[x_{0}, \ldots, x_{n} ; f_{t}\right]$ is 2-exponentially convex in the Jensen sense on $J$ for every $(n+1)$ mutually different points $x_{0}, \ldots, x_{n} \in[\alpha, \beta]$. Let $\mathbb{H}_{i}, i=1,2$ be linear functionals defined by (4.1) and (4.2). Then the following statements hold:
(i) If the function $t \mapsto \mathbb{H}_{i}\left(f_{t}\right)$ is continuous on $J$, then it is 2-exponentially convex function on $J$. If $t \mapsto \mathbb{H}_{i}\left(f_{t}\right)$ is additionally strictly positive, then it is also log-convex on J. Furthermore, the following inequality holds true:

$$
\left[\mathbb{H}_{i}\left(f_{s}\right)\right]^{t-r} \leq\left[\mathbb{H}_{i}\left(f_{r}\right)\right]^{t-s}\left[\mathbb{H}_{i}\left(f_{t}\right)\right]^{s-r}, \quad i=1,2
$$

for every choice $r, s, t \in J$, such that $r<s<t$.
(ii) If the function $t \mapsto \mathbb{H}_{i}\left(f_{t}\right)$ is strictly positive and differentiable on $J$, then for every $p, q, u, v \in J$, such that $p \leq u$ and $q \leq v$, we have

$$
\begin{equation*}
\mu_{p, q}\left(\mathbb{H}_{i}, \Omega\right) \leq \mu_{u, v}\left(\mathbb{H}_{i}, \Omega\right) \tag{4.5}
\end{equation*}
$$

where

$$
\mu_{p, q}\left(\mathbb{H}_{i}, \Omega\right)=\left\{\begin{array}{ll}
\left(\frac{\mathbb{H}_{i}\left(f_{p}\right)}{\mathbb{H}_{i}\left(f_{q}\right)}\right)^{\frac{1}{p-q}}, & p \neq q  \tag{4.6}\\
\exp \left(\frac{d}{d \mathbb{H}_{i}\left(f_{p}\right)}\right. \\
\mathbb{H}_{i}\left(f_{p}\right)
\end{array}\right), \quad p=q, ~ l i z
$$

for $f_{p}, f_{q} \in \Omega$.

Proof. The proof is similar to the proof of Corollary 2 in [2].

Remark 4.3. Note that the results from Theorem 4.3, Corollary 4.1 and Corollary 4.2 still hold when two of the points $x_{0}, \ldots, x_{l} \in[\alpha, \beta]$ coincide, say $x_{1}=x_{0}$, for a family of differentiable functions $f_{t}$ such that the function $t \mapsto\left[x_{0}, \ldots, x_{l} ; f_{t}\right]$ is an $n$-exponentially convex in the Jensen sense (exponentially convex in the Jensen sense, log-convex in the Jensen sense), and furthermore, they still hold when all $(l+1)$ points coincide for a family of $l$ differentiable functions with the same property. The proofs are obtained by suitable characterization of convexity.

## 5. Applications

In this section, we give some applications of our generalized results about the upper bounds as well as exponential convex functions.

Firstly, we consider some related analytical inequalities by using our generalized results of upper bounds.

Example 5.1. By using Ostrowski-type inequality (3.13) for $n=4$ as an upper bound of our generalized results,

- let $f(x)=e^{x}, x \in \mathbb{R}$, then

$$
0 \leq\left|\sum_{l=1}^{m} w_{l} e^{x_{l}}-\sum_{l=1}^{m} w_{l} e^{y_{l}}-\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) e^{\alpha}-\mathbb{G} \mathbb{H}_{c}\right| \leq \frac{\left(e^{u \beta}-e^{u \alpha}\right)^{\frac{1}{u}}}{u^{\frac{1}{u}}}\|\mathfrak{L}\|_{v}
$$

- let $f(x)=x^{r},[0, \infty)$ for $r>3$, then

$$
\begin{aligned}
0 \leq & \sum_{l=1}^{m} w_{l} x_{l}^{r}-\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) r \alpha^{r-1}-\mathbb{G H}_{c} \mid \\
& \leq \frac{r(r-1)(r-2)(r-3)}{(u(r-4)+1)^{\frac{1}{u}}}\left(\beta^{u(r-4)+1}-\alpha^{u(r-4)+1}\right)^{\frac{1}{u}}\|\mathfrak{L}\|_{v}
\end{aligned}
$$

- let $f(x)=x \log x, x \in(0, \infty)$, then

$$
\begin{aligned}
0 \leq & \left|\sum_{l=1}^{m} w_{l} x_{l} \log x_{l}-\sum_{l=1}^{m} w_{l} y_{l} \log y_{l}-\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right)(\log \alpha+1)-\mathbb{G H}_{c}\right| \\
& \leq \frac{2}{(1-3 u)^{\frac{1}{u}}}\left(\beta^{1-3 u}-\alpha^{1-3 u}\right)^{\frac{1}{u}}\|\mathfrak{L}\|_{v},
\end{aligned}
$$

- let $f(x)=-\log x, x \in(0, \infty)$, then

$$
\begin{aligned}
0 \leq & \left|\sum_{l=1}^{m} w_{l} \log y_{l}-\sum_{l=1}^{m} w_{l} \log x_{l}+\left(\sum_{l=1}^{m} w_{l} x_{l}-\sum_{l=1}^{m} w_{l} y_{l}\right) \frac{1}{\alpha}-\mathbb{G} \mathbb{H}_{c}\right| \\
& \leq \frac{6}{(1-4 u)^{\frac{1}{u}}}\left(\beta^{1-4 u}-\alpha^{1-4 u}\right)^{\frac{1}{u}}\|\mathfrak{L}\|_{v}
\end{aligned}
$$

where, $\mathbb{G H}_{c}=\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] \sum_{j=1}^{r} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(a_{j}\right) H_{i j}(t) d t, \quad(c=1,2,3,4)$, and $\mathfrak{L}(s)=$ $\int_{\alpha}^{\beta}\left[\sum_{l=1}^{m} w_{l}\left(G_{c}\left(x_{l}, t\right)-G_{c}\left(y_{l}, t\right)\right)\right] G_{H, 2}(t, s) d t$.
We can also give the particular cases of above results for $u=1$ and $v=\infty$.

Now, we construct exponentially convex function by using family of convex functions defined on $(0, \infty)$ :

Example 5.2. Let

$$
\mathbb{E}_{1}=\left\{\theta_{v}:(0, \infty) \rightarrow(0, \infty): v \in \mathbb{R}\right\}
$$

be a family of continuous convex functions defined by

$$
\theta_{v}(x)= \begin{cases}\frac{x e^{v x}}{v^{2}}, & v \neq 0 \\ \frac{x^{3}}{2}, & v=0\end{cases}
$$

We have $v \mapsto\left(\frac{\theta_{v}(x)}{x}\right)^{\prime \prime}(t \in \mathbb{R})$ is exponentially convex for every fixed $x \in \mathbb{R}$. Using analogous arguing as in the proof of Theorem 4.3 we also have that $v \mapsto \theta_{v}\left[z_{0}, \ldots, z_{t}\right]$ is exponentially convex (and so exponentially convex in the Jensen sense). Using Corollary 4.1 we conclude that $v \mapsto \mathbb{H}_{i}\left(\theta_{v}\right)$ is exponentially convex in the Jensen sense. It is easy to verify that this mapping is continuous (although mapping $v \mapsto \theta_{v}$ is not continuous for $v=0$ ), so it is exponentially convex.

For this family of functions, $\mu_{v, q}\left(\mathbb{E}_{1}, \mathbb{H}_{i}\right)$ from (4.6), becomes

$$
\mu_{p, q}\left(\mathbb{H}_{i}, \mathbb{E}_{1}\right)= \begin{cases}\left(\frac{\mathbb{H}_{i}\left(\theta_{p}\right)}{\mathbb{H}_{i}\left(\theta_{q}\right)}\right)^{\frac{1}{p-q}}, & p \neq q, \\ \exp \left(\frac{\mathbb{H}_{i}\left(i d \cdot \theta_{p}\right)}{\mathbb{H}_{i}\left(\theta_{p}\right)}-\frac{n}{p}\right), & p=q \neq 0 \\ \exp \left(\frac{1}{n+1} \frac{\mathbb{H}_{i}\left(i d \cdot \phi_{0}\right)}{\mathbb{H}_{i}\left(\theta_{0}\right)}\right), & p=q=0\end{cases}
$$

where id is the identity function.

Now using (4.5), $\mu_{p, q}$ is monotone function in parameters $p$ and $q$. We observe here that $\left(\frac{\frac{d^{2} \theta_{p}}{\frac{d x^{2}}{2}}}{\frac{d^{2} \theta_{q}}{d x^{2}}}\right)^{\frac{1}{p-q}}(\ln x)=x$ so using Theorem 4.2 it follows that

$$
M_{p, q}\left(\mathbb{E}_{1}, \mathbb{H}_{i}\right)=\ln \mu_{p, q}\left(\mathbb{E}_{1}, \mathbb{H}_{i}\right)
$$

satisfies

$$
\alpha \leq M_{p, q}\left(\mathbb{E}_{1}, \mathbb{H}_{i}\right) \leq \beta, \quad i=1,2
$$

This shows that $M_{p, q}\left(\mathbb{E}_{1}, \mathbb{H}_{i}\right)$ is mean. Because of the above inequality (4.5), this mean is also monotonic.

Remark 5.1. We can construct other examples for exponentially convex functions as Example 2 for the families of continuous convex functions:
-

$$
\mathbb{E}_{2}=\left\{\mu_{t}:(0, \infty) \rightarrow \mathbb{R}: t \in \mathbb{R}\right\}
$$

where,

$$
\mu_{t}(x)= \begin{cases}\frac{x^{t+1}}{t(t-1)}, & t \neq 0,1 \\ -x \log x, & t=0 \\ x^{2} \log x, & t=1\end{cases}
$$

$\bullet$

$$
\mathbb{E}_{3}=\left\{\chi_{t}:(0, \infty) \rightarrow(0, \infty): t \in(0, \infty)\right\}
$$

where,

$$
\chi_{t}(x)= \begin{cases}\frac{x t^{-x}}{\log ^{2} t}, & t \neq 1 \\ \frac{x^{3}}{2}, & t=1\end{cases}
$$

$\bullet$

$$
\mathbb{E}_{4}=\left\{\delta_{t}:(0, \infty) \rightarrow(0, \infty): t \in(0, \infty)\right\}
$$

where,

$$
\delta_{t}(x):=\frac{x e^{-x \sqrt{t}}}{t}
$$
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