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#### Abstract

In this paper, we apply an efficient method called the Aboodh decomposition method to solve systems of nonlinear fractional partial differential equations. This method is a combined form of Aboodh transform with Adomian decomposition method. The theoretical analysis of this investigated for systems of nonlinear fractional partial differential equations is calculated in the explicit form of a power series with easily computable terms. Some examples are given to shows that this method is very efficient and accurate. This method can be applied to solve others nonlinear systems problems.


## 1. Introduction

Over the last three decades, fractional calculus has been enormously developed and taken on in many fields of scientific research. One of the main reasons is its application in many scientific disciplines. The fractional calculus by its tools remains a very suitable means for the resolution of the differential systems. These generally translate mathematical or physical models of the many natural phenomena that surround us. Integro-differential equations and fractional differential systems have recently proved to be very useful in the field of physics, engineering, control processing for visco-elastic systems, diffusion, .... We find that many researchers have been interested in solving this kind of linear and nonlinear differential equations also systems of fractional differential equations. Consequently, the investigation of the exact solutions to nonlinear equations play an important role in the study of nonlinear physical phenomena, although the nonlinear differential equations are the most complex in the solution compared with linear differential equations.

Integral transformations such as Laplace, Sumudu, natural, Elzaki and Aboodh are unable to solve the nonlinear differential equations. So, we find some researchers are working on the combined of these transformations with many methods, among them we find the Adomian decomposition method. This method was introduced in the 1980s by George Adomian (1923-1996), and it was applied to many problems ( [1]- [4]). The Adomian decomposition method was coupled with Laplace transform method [14], with Sumudu transform method [9], with Elzaki transform method [10], with natural transform method [11] and with Aboodh transform method. Aboodh transform is derived from the classical Fourier integral. Based on the mathematical simplicity of the Aboodh transform and its fundamental properties, Aboodh transform was introduced by Khalid Aboodh in 2013, to facilitate the process of solving ordinary and partial differential equations in the time domain. This transformation has deeper connection with the Laplace and Elzaki transform [8]. The coupling of Adomian decomposition method with Aboodh transform method has been applied for solving linear and nonlinear equations [17], to solve system of linear and nonlinear partial differential equations [13] and for solving time-fractional
diffusion equation [16].
The objective of this study is coupling the Adomian decompositionmethod (ADM) with Aboodh transform in the sense of fractional derivative, then we apply this modified method to solve some examples related with systems of nolinear fractional partial differential equations.
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## 2. BASIC DEFINITIONS

In this section, we give some basic notions about fractional calculus, Aboodh transform and Aboudh transform of fractional derivatives which are used further in this paper.
2.1. Fractional calculus. We give some basic definitions and properties of the fractional calculus theory as the Riemann-Liouville fractional integrals and Caputo fractional derivative (see [6], [7]).
Definition 2.1. Let $\Omega=[a, b](-\infty<a<b<+\infty)$ be a finite interval on the real axis $\mathbb{R}$. The Riemann-Liouville fractional integral $I_{0+}^{\alpha} f$ of order $\alpha \in \mathbb{R}(\alpha>0)$ is defined by

$$
\begin{aligned}
\left(I_{0+}^{\alpha} f\right)(t) & =\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f(\tau) d \tau}{(t-\tau)^{1-\alpha}}, \quad t>0, \alpha>0 \\
\left(I_{0+}^{0} f\right)(t) & =f(t)
\end{aligned}
$$

Here $\Gamma(\cdot)$ is the gamma function.
Theorem 2.1. Let $\alpha \geqslant 0$ and let $n=[\alpha]+1$. If $f(t) \in A C^{n}[a, b]$, then the Caputo fractional derivative $\left({ }^{c} D_{0+}^{\alpha} f\right)(t)$ exist almost evrywhere on $[a, b]$. If $\alpha \notin \mathbb{N},\left({ }^{c} D_{0^{+}}^{\alpha} f\right)(t)$ is represented by

$$
\begin{equation*}
\left({ }^{c} D_{0+}^{\alpha} f\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} \frac{f^{(n)}(\tau) d \tau}{(t-\tau)^{\alpha-n+1}} \tag{2.1}
\end{equation*}
$$

where $D=\frac{d}{d x}$ and $n=[\alpha]+1$.
Remark 2.1. In this paper, we consider the time-fractional derivative in the Caputo's sense. When $\alpha \in \mathbb{R}^{+}$, the time-fractional derivative is defined as

$$
\begin{aligned}
\left({ }^{c} D_{t}^{\alpha} u\right)(x, t) & =\frac{\partial^{\alpha} u(x, t)}{\partial t^{\alpha}} \\
& =\left\{\begin{array}{r}
\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t}(t-\tau)^{m-\alpha-1} \frac{\partial^{m} u(x, \tau)}{\partial \tau^{m}}, \quad m-1<\alpha<m \\
\frac{\partial^{m} u(x, t)}{\partial t^{m}}, \quad \alpha=m
\end{array}\right.
\end{aligned}
$$

where $m \in \mathbb{N}^{*}$.
2.2. Definitions and properties of the Aboodh transform. The Aboodh transform was defined by K. S. Aboodh [12] in 2013. In this section, we give some basic definitions and properties of this transform (see [12], [15], [16]).

The Aboodh transform is defined for functions of exponential order. We consider functions belonging to a class $B$, where $B$ defined by

$$
B=\left\{u(t):|u(t)|<M e^{k_{j}|t|}, \text { if } t \in(-1)^{j} \times\left[0, \infty, j=1,2 ; M, k_{1}, k_{2}>0\right\}\right.
$$

Definition 2.2. The Aboodh integral transform of the function $u$ in $B$ is defined by the integral equation

$$
\begin{equation*}
A[u(t)]=U(v)=\frac{1}{v} \int_{0}^{\infty} u(t) e^{-v t} d t ; \quad t \geq o, \quad v \in\left(k_{1}, k_{2}\right) \tag{2.2}
\end{equation*}
$$

The variable $v$ in this transform is used to factor the variable $t$ in the argument of the function $u$.
Proposition 2.1. The Aboodh transform of the time-fractional derivative in the Caputo's sense is defined as

$$
\begin{equation*}
A\left[\left({ }^{c} D_{0+}^{\alpha} u\right)(t) ; v\right]=v^{\alpha} A[u(t)]-\sum_{k=0}^{n-1} \frac{u^{(k)}(0)}{v^{2-\alpha+k}} \quad, \quad n-1<\alpha \leq n, \quad n=1,2, \ldots \tag{2.3}
\end{equation*}
$$

And the Aboodh transform of the function $u(x, t)$ with Caputo fractional derivative of order $\alpha$ is given by

$$
\begin{equation*}
A\left[\left({ }^{c} D_{0+}^{\alpha} u\right)(x, t) ; v\right]=v^{\alpha} A[u(x, t)]-\sum_{k=0}^{n-1} \frac{u^{(k)}(x, 0)}{v^{2-\alpha+k}}, \quad n-1<\alpha \leq n, \quad n=1,2, \ldots \tag{2.4}
\end{equation*}
$$

2.2.1. Somme properties of the Aboodh transform
. 1. The Aboodh transform of the $n t h$ derivative of $u(t)$ is given by

$$
\begin{equation*}
A\left[u^{(n)}(t)\right]=U_{n}(v)=v^{n} A[u(t)]-\sum_{k=0}^{n-1} \frac{u^{(k)}(0)}{v^{2-n+k}} \tag{2.5}
\end{equation*}
$$

2. Some elementary functions and their transformations

| $u(t)$ | $A[u(t)]$ |
| :--- | :--- |
| 1 | $\frac{1}{v^{2}}$ |
| $t$ | $\frac{1}{v^{3}}$ |
| $t^{n}$ | $\frac{n!}{v^{n+2}}, n=0,1,2, \ldots$ |
| $t^{\alpha}$ | $\frac{\Gamma(\alpha+1)}{v^{\alpha+2}}, \alpha \geqslant 0$. |

## 3. Analysis of fractional Aboodh decomposition method

To illustrate the basic idea of this method, we consider the general system of nonlinear fractional partial differential equations of the form

$$
\begin{align*}
& { }^{c} D_{t}^{\alpha} u(x, t)+R w(x, t)+N u(x, t)=h_{1}(x, t) \\
& { }^{c} D_{t}^{\beta} w(x, t)+R u(x, t)+N w(x, t)=h_{2}(x, t) \tag{3.1}
\end{align*}
$$

where $n-1<\alpha, \beta \leqslant n, n=1,2, \ldots$ and the initial conditions

$$
\begin{align*}
{\left[\frac{\partial^{n-1} u(x, t)}{\partial t^{n-1}}\right]_{t=0} } & =f_{n-1}(x),  \tag{3.2}\\
{\left[\frac{\partial^{n-1} w(x, t)}{\partial t^{n-1}}\right]_{t=0} } & =g_{n-1}(x), \\
& n=1,2, \ldots
\end{align*}
$$

${ }^{c} D_{t}^{\alpha} u(x, t),{ }^{c} D_{t}^{\beta} w(x, t)$ are the Caputo fractional derivatives of the functions $u(x, t), w(x, t)$ respectively, $R$ is the linear differential operator, $N$ represent the general nonlinear differential operator, and $h_{1}(x, t), h_{2}(x, t)$ are the source terms.

Applying the Aboodh transform on both sides of (3.1) and using the differentiation property of this transform (2.3), we obtain

$$
\begin{align*}
& A[u(x, t)]=\frac{1}{v^{\alpha}} \sum_{k=0}^{n-1} \frac{u^{(k)}(x, 0)}{v^{2-\alpha+k}}+\frac{1}{v^{\alpha}} A\left[h_{1}(x, t)\right]-\frac{1}{v^{\alpha}} A[R w(x, t)+N u(x, t)] \\
& A[w(x, t)]=\frac{1}{v^{\beta}} \sum_{k=0}^{n-1} \frac{w^{(k)}(x, 0)}{v^{2-\beta+k}}+\frac{1}{v^{\beta}} A\left[h_{2}(x, t)\right]-\frac{1}{v^{\beta}} A[R u(x, t)+N w(x, t)] . \tag{3.3}
\end{align*}
$$

Taking the inverse Aboodh transform on both sides of equations in system (3.3) and then by using initial conditions (3.2), we have

$$
\begin{align*}
v(x, t) & =G(x, t)-A^{-1}\left(\frac{1}{v^{\alpha}} A[R w(x, t)+N u(x, t)]\right), \\
w(x, t) & =H(x, t)-A^{-1}\left(\frac{1}{v^{\beta}} A[R u(x, t)+N w(x, t)]\right), \tag{3.4}
\end{align*}
$$

where $G(x, t)$ and $H(x, t)$ are represents the terms arising from the nonhomogeneous terms and the prescribed initial conditions. Now, we represent solutions as the following infinite series

$$
\begin{equation*}
u(x, t)=\sum_{n=0}^{\infty} u_{n}(x, t), w(x, t)=\sum_{m=0}^{\infty} w_{n}(x, t) \tag{3.5}
\end{equation*}
$$

and the nonlinear terms can be decomposed as

$$
\begin{equation*}
N u(x, t)=\sum_{n=0}^{\infty} C_{n}, \quad N w(x, t)=\sum_{n=0}^{\infty} D_{n} \tag{3.6}
\end{equation*}
$$

where $C_{n}$ and $D_{n}$ are Adomian polynomials [5], and they can be calculated by the formulas given below

$$
\begin{equation*}
C_{n}=\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left[N\left(\sum_{i=0}^{\infty} \lambda^{i} u_{i}\right)\right]_{\lambda=0}, \quad D_{n}=\frac{1}{n!} \frac{\partial^{n}}{\partial \lambda^{n}}\left[N\left(\sum_{i=0}^{\infty} \lambda^{i} w_{i}\right)\right]_{\lambda=0}, i=0,1,2, \cdots \tag{3.7}
\end{equation*}
$$

Using (3.5) and (3.6), we can rewrite (3.4) as

By comparing both sides of (3.8), we get

$$
\begin{gather*}
u_{0}(x, t)=G(x, t) \\
u_{1}(x, t)=-A^{-1}\left[\frac{1}{v^{\alpha}} A\left[R w_{0}(x, t)+C_{0}\right]\right], \\
u_{2}(x, t)=-A^{-1}\left[\frac{1}{v^{\alpha}} A\left[R w_{1}(x, t)+C_{1}\right]\right] . \tag{3.9}
\end{gather*}
$$

and

$$
\begin{gather*}
w_{0}(x, t)=H(x, t) \\
w_{1}(x, t)=-A^{-1}\left[\frac{1}{v^{\beta}} A\left[R u_{0}(x, t)+D_{0}\right]\right] \\
w_{2}(x, t)=-A^{-1}\left[\frac{1}{v^{\beta}} A\left[R u_{1}(x, t)+D_{1}\right]\right]  \tag{3.10}\\
\vdots
\end{gather*}
$$

We continue in this manner to obtain the general recursive relations

$$
\begin{array}{ll}
u_{n+1}(x, t)=-A^{-1}\left[\frac{1}{v^{\alpha}} A\left[R w_{n}(x, t)+C_{n}\right]\right], & n \geqslant 1 \\
\left.w_{n+1}(x, t)=-A^{-1} \frac{1}{v^{\beta}} A\left[R u_{n}(x, t)+D_{n}\right]\right], & n \geqslant 1 \tag{3.11}
\end{array} .
$$

Finally, the approximate solution is calculated by

$$
\begin{equation*}
u(x, t)=\lim _{N \rightarrow \infty} \sum_{n=0}^{N} u_{n}(x, t) \quad w(x, t)=\lim _{N \rightarrow \infty} \sum_{n=0}^{N} w_{n}(x, t) \tag{3.12}
\end{equation*}
$$

## 4. Applications

In this section, we apply the Aboodh decomposition transform method for solving systems of nonlinear fractional partial differential equations.
Example 4.1. Consider the system of nonlinear partial differential equations with time-fractional derivatives

$$
\begin{array}{ll}
{ }^{c} D_{t}^{\alpha} u(x, t)+w(x, t) u_{x}(x, t)+u(x, t)=1, & 0 \leq \alpha<1 \\
{ }^{c} D_{t}^{\beta} w(x, t)-u(x, t) w_{x}(x, t)-w(x, t)=1, & 0 \leq \beta<1 \tag{4.1}
\end{array}
$$

with the initial conditions

$$
\begin{gather*}
u(x, 0)=e^{x} \\
w(x, 0)=e^{-x} \tag{4.2}
\end{gather*}
$$

For $\alpha=\beta=1$, the exact solution of (4.1) is given by

$$
\begin{align*}
u(x, t) & =e^{x-t} \\
w(x, t) & =e^{t-x} \tag{4.3}
\end{align*}
$$

Applying the Aboodh transform on both sides of (4.1) and using its differentiation property, we get

$$
\begin{gather*}
A[u(x, t)]=\frac{e^{x}}{v^{2}}+\frac{1}{v^{\alpha}} A\left[1-w(x, t) u_{x}(x, t)-u(x, t)\right]  \tag{4.4}\\
A[w(x, t)]=\frac{e^{-x}}{v^{2}}+\frac{1}{v^{\beta}} A\left[1+u(x, t) w_{x}(x, t)+w(x, t)\right]
\end{gather*}
$$

Taking the inverse Aboodh transform on both sides of (4.4), we obtain

$$
\begin{gather*}
u(x, t)=e^{x}+\frac{t^{\alpha}}{\Gamma(\alpha+1)}-A^{-1}\left(\frac{1}{v^{\alpha}} A\left[w(x, t) u_{x}(x, t)+u(x, t)\right]\right) \\
w(x, t)=e^{-x}+\frac{t^{\beta}}{\Gamma(\beta+1)}+A^{-1}\left(\frac{1}{v^{\beta}} A\left[u(x, t) w_{x}(x, t)+w(x, t)\right]\right) \tag{4.5}
\end{gather*}
$$

We represent the approximate solution as the following infinite series

$$
\begin{equation*}
u(x, t)=\sum_{n=0}^{\infty} u_{n}(x, t), \quad w(x, t)=\sum_{m=0}^{\infty} w_{n}(x, t) \tag{4.6}
\end{equation*}
$$

Note that these nonlinear terms

$$
\begin{equation*}
w u_{x}=\sum_{n=0}^{\infty} C_{n} \quad, \quad u w_{x}=\sum_{n=0}^{\infty} D_{n} \tag{4.7}
\end{equation*}
$$

are the Adomian polynomials (see [5]). The first few components of $C_{n}$ and $D_{n}$ polynomials are given by

$$
\begin{gathered}
C_{0}=w_{0} u_{0 x} \\
C_{1}=w_{0} u_{1 x}+w_{1} u_{0 x} \\
C_{2}=w_{0} u_{2 x}+w_{2} u_{0 x}+w_{1} u_{1 x} \\
\vdots
\end{gathered}
$$

And

$$
\begin{gathered}
D_{0}=u_{0} w_{0 x} \\
D_{1}=u_{0} w_{1 x}+u_{1} w_{0 x} \\
D_{2}=u_{0} w_{2 x}+u_{2} w_{0 x}+u_{1} w_{1 x} \\
\vdots
\end{gathered}
$$

Substituting (4.6) and (4.7) in (4.5), we have

$$
\begin{gather*}
\sum_{n=0}^{\infty} u_{n}(x, t)=e^{x}+\frac{t^{\alpha}}{\Gamma(\alpha+1)}-A^{-1}\left(\frac{1}{v^{\alpha}} A\left[\sum_{n=0}^{\infty} C_{n}+\sum_{n=0}^{\infty} u_{n}(x, t)\right]\right) \\
\sum_{n=0}^{\infty} w_{n}(x, t)=e^{-x}+\frac{t^{\beta}}{\Gamma(\beta+1)}+A^{-1}\left(\frac{1}{v^{\beta}} A\left[\sum_{n=0}^{\infty} D_{n}+\sum_{m=0}^{\infty} w_{n}(x, t)\right]\right) \tag{4.8}
\end{gather*}
$$

By comparing both sides of (4.8), we can easily generate the recursive relations

$$
\begin{gather*}
u_{0}(x, t)=e^{x}+\frac{t^{\alpha}}{\Gamma(\alpha+1)} \\
u_{1}(x, t)=-A^{-1}\left(\frac{1}{v^{\alpha}} A\left[C_{0}+u_{0}(x, t)\right]\right) \\
u_{2}(x, t)=-A^{-1}\left(\frac{1}{v^{\alpha}} A\left[C_{1}+u_{1}(x, t)\right]\right) \\
u_{3}(x, t)=-A^{-1}\left(\frac{1}{v^{\alpha}} A\left[C_{2}+u_{2}(x, t)\right]\right)  \tag{4.9}\\
\vdots \\
u_{n+1}(x, t)=-A^{-1}\left(\frac{1}{v^{\alpha}} A\left[C_{n}+u_{n}(x, t)\right]\right), \quad n \geq 0 .
\end{gather*}
$$

And

$$
\begin{gather*}
w_{0}(x, t)=e^{-x}+\frac{t^{\beta}}{\Gamma(\beta+1)} \\
w_{1}(x, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[D_{0}+w_{0}(x, t)\right]\right) \\
w_{2}(x, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[D_{1}+w_{1}(x, t)\right]\right) \\
\left.w_{3}(x, t)=A^{-1} \frac{1}{v^{\beta}} A\left[D_{2}+w_{2}(x, t)\right]\right)  \tag{4.10}\\
\vdots \\
w_{n+1}(x, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[D_{n}+w_{n}(x, t)\right]\right), \quad n \geq 0
\end{gather*}
$$

The first few components of the unknown functions $u_{n}(x, t)$ and $w_{n}(x, t)$ are given as follows

$$
\begin{gathered}
u_{1}(x, t)=-\frac{1+e^{x}}{\Gamma(\alpha+1)} t^{\alpha}-\frac{e^{x}}{\Gamma(\alpha+\beta+1)} t^{\alpha+\beta}-\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} \\
w_{1}(x, t)=\frac{-1+e^{-x}}{\Gamma(\beta+1)} t^{\beta}-\frac{e^{-x}}{\Gamma(\alpha+\beta+1)} t^{\alpha+\beta}+\frac{t^{2 \beta}}{\Gamma(2 \beta+1)}
\end{gathered} .
$$

And

$$
\begin{aligned}
u_{2}(x, t)= & \frac{2+e^{x}}{\Gamma(2 \alpha+1)} t^{2 \alpha}+\frac{e^{x}-1}{\Gamma(\alpha+\beta+1)} t^{\alpha+\beta}+\left(1+2 e^{x}+\frac{\Gamma(\alpha+\beta+1) e^{x}}{\Gamma(\alpha+1) \Gamma(\beta+1)}\right) \frac{t^{2 \alpha+\beta}}{\Gamma(2 \alpha+\beta+1)}+ \\
& \frac{\Gamma(\alpha+2 \beta+1) e^{x}}{\Gamma(\beta+1) \Gamma(\alpha+\beta+1) \Gamma(2 \alpha+2 \beta+1)} t^{2 \alpha+2 \beta}-\frac{e^{x}}{\Gamma(\alpha+2 \beta+1)} t^{\alpha+2 \beta}+\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} \\
w_{2}(x, t)= & \frac{-2+e^{-x}}{\Gamma(2 \beta+1)} t^{2 \beta}+\frac{1+e^{-x}}{\Gamma(\alpha+\beta+1)} t^{\alpha+\beta}+\left(2-e^{-x}+\frac{\Gamma(\alpha+\beta+1) e^{-x}}{\Gamma(\alpha+1) \Gamma(\beta+1)}\right) \frac{t^{\alpha+2 \beta}}{\Gamma(\alpha+2 \beta+1)}+ \\
& \frac{\Gamma(2 \alpha+\beta+1) e^{-x}}{\Gamma(\alpha+1) \Gamma(\alpha+\beta+1) \Gamma(2 \alpha+2 \beta+1)} t^{2 \alpha+2 \beta}+\frac{e^{-x}}{\Gamma(2 \alpha+\beta+1)} t^{2 \alpha+\beta}+\frac{t^{3 \beta}}{\Gamma(3 \beta+1)}
\end{aligned}
$$

In the same manner, we can find the other components.
Finally, the series solution of the unknown functions $u(x, t)$ and $w(x, t)$ of (4.1) are given by

$$
\begin{aligned}
u(x, t)= & e^{x}-\frac{e^{x}}{\Gamma(\alpha+1)} t^{\alpha}+\frac{1+e^{x}}{\Gamma(2 \alpha+1)} t^{2 \alpha}-\frac{1}{\Gamma(\alpha+\beta+1)} t^{\alpha+\beta}+ \\
& \left(1+2 e^{x}+\frac{\Gamma(\alpha+\beta+1) e^{x}}{\Gamma(\alpha+1) \Gamma(\beta+1)}\right) \frac{t^{2 \alpha+\beta}}{\Gamma(2 \alpha+\beta+1)}+ \\
& \frac{\Gamma(\alpha+2 \beta+1) e^{x}}{\Gamma(\beta+1) \Gamma(\alpha+\beta+1) \Gamma(2 \alpha+2 \beta+1)} t^{2 \alpha+2 \beta}-\frac{e^{x}}{\Gamma(\alpha+2 \beta+1)} t^{\alpha+2 \beta}+\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)}+\ldots \\
w(x, t)= & e^{-x}+\frac{e^{-x}}{\Gamma(\beta+1)} t^{\beta}+\frac{-1+e^{-x}}{\Gamma(2 \beta+1)} t^{2 \beta}+\frac{e^{-x}}{\Gamma(\alpha+\beta+1)} t^{\alpha+\beta}+ \\
& \left(2-e^{-x}+\frac{\Gamma(\alpha+\beta+1) e^{-x}}{\Gamma(\alpha+1) \Gamma(\beta+1)}\right) \frac{t^{\alpha+2 \beta}}{\Gamma(\alpha+2 \beta+1)}+ \\
& \frac{\Gamma(2 \alpha+\beta+1) e^{-x}}{\Gamma(\alpha+1) \Gamma(\alpha+\beta+1) \Gamma(2 \alpha+2 \beta+1)} t^{2 \alpha+2 \beta}+\frac{e^{-x}}{\Gamma(2 \alpha+\beta+1)} t^{2 \alpha+\beta}+\frac{t^{3 \beta}}{\Gamma(3 \beta+1)}+\ldots
\end{aligned}
$$

When $\alpha=1$ and $\beta=1$, the series solutions of (4.1) are

$$
\begin{gathered}
u(x, t)=u_{0}(x, t)+u_{1}(x, t)+u_{2}(x, t)+\ldots=e^{x}\left(1-t+\frac{t^{2}}{2!}-\frac{t^{3}}{3!}+\ldots\right)=e^{x-t} \\
w(x, t)=w_{0}(x, t)+w_{1}(x, t)+w_{2}(x, t)+\ldots=e^{-x}\left(1+t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\ldots\right)=e^{-x+t}
\end{gathered}
$$

which is the exact solution of nonlinear system given in (4.3).

Example 4.2. We consider the following system of nonlinear partial differential equations with timefractional derivatives

$$
\begin{align*}
& { }^{c} D_{t}^{\alpha} u=-u-h_{x} w_{y}+h_{y} w_{x}, \quad 0 \leq \alpha<1 \\
& \quad{ }^{c} D_{t}^{\beta} h=h, \quad 0 \leq \beta<1  \tag{4.11}\\
& { }^{c} D_{t}^{\gamma} w=w-u_{x} w_{x}-u_{y} w_{y}, \quad 0 \leq \gamma<1
\end{align*}
$$

with the initial conditions

$$
\begin{equation*}
u(x, y, 0)=x+y ; \quad h(x, y, 0)=1+x-y ; \quad w(x, y, 0)=-x+y \tag{4.12}
\end{equation*}
$$

Taking Aboodh transform with its differentiation property of (4.11) subject to the initial conditions (4.12), we have

$$
\begin{align*}
A[u]= & \frac{x+y}{v^{2}}+\frac{1}{v^{\alpha}} A\left[-u-h_{x} w_{y}+h_{y} w_{x}\right] \\
& A[h]=\frac{1+x-y}{v^{2}}+\frac{1}{v^{\beta}} A[h]  \tag{4.13}\\
A[w]= & \frac{-x+y}{v^{2}}+\frac{1}{v^{\gamma}} A\left[w-u_{x} w_{x}-u_{y} w_{y}\right]
\end{align*}
$$

Now, we apply the inverse Aboodh transform on both sides of (4.13), we obtain

$$
\begin{gather*}
u(x, y, t)=x+y+A^{-1}\left(\frac{1}{v^{\alpha}} A\left[-u-h_{x} w_{y}+h_{y} w_{x}\right]\right) \\
h(x, y, t)=1+x-A^{-1}\left(\frac{1}{v^{\beta}} A[h]\right)  \tag{4.14}\\
w(x, y, t)=-x+y+A^{-1}\left(\frac{1}{v^{\gamma}} A\left[w-u_{x} w_{x}-u_{y} w_{y}\right]\right)
\end{gather*}
$$

We represent solutions as the following infinite series

$$
\begin{equation*}
u(x, y, t)=\sum_{n=0}^{\infty} u_{n}(x, y, t), h(x, y, t)=\sum_{n=0}^{\infty} h_{n}(x, y, t), w(x, y, t)=\sum_{n=0}^{\infty} w_{n}(x, y, t) \tag{4.15}
\end{equation*}
$$

Note that these nonlinear terms

$$
\begin{equation*}
h_{x} w_{y}=\sum_{n=0}^{\infty} A_{n} ; h_{y} w_{x}=\sum_{m=0}^{\infty} B_{n} ; u_{x} w_{x}=\sum_{n=0}^{\infty} C_{n} ; u_{y} w_{y}=\sum_{m=0}^{\infty} D_{n} \tag{4.16}
\end{equation*}
$$

are the Adomian polynomials [5].
Substituting (4.15) and (4.16) in (4.14), we have

$$
\begin{gather*}
\sum_{n=0}^{\infty} u_{n}(x, y, t)=x+y+A^{-1}\left(\frac{1}{v^{\alpha}} A\left[-\sum_{n=0}^{\infty} u_{n}-\sum_{n=0}^{\infty} A_{n}+\sum_{m=0}^{\infty} B_{n}\right]\right), \\
\sum_{m=0}^{\infty} h_{n}(x, y, t)=1+x-y+A^{-1}\left(\frac{1}{v^{\beta}} A\left[\sum_{n=0}^{\infty} h_{n}\right]\right),  \tag{4.17}\\
\sum_{n=0}^{\infty} w_{n}(x, y, t)=-x+y+A^{-1}\left(\frac{1}{v^{\gamma}} A\left[\sum_{n=0}^{\infty} w_{n}-\sum_{m=0}^{\infty} C_{n}-\sum_{n=0}^{\infty} D_{n}\right]\right) .
\end{gather*}
$$

By comparing both sides of equations (4.17), we can easily generate the recursive relations

$$
\begin{gather*}
u_{0}(x, y, t)=x+y \\
u_{1}(x, y, t)=A^{-1}\left(\frac{1}{v_{\alpha}^{\alpha}} A\left[-u_{0}-A_{0}+B_{0}\right]\right) \\
u_{2}(x, y, t)=A^{-1}\left(\frac{1}{v^{\alpha}} A\left[-u_{1}-A_{1}+B_{1}\right]\right) \\
\left.u_{3}(x, y, t)=A^{-1} \frac{1}{v^{\alpha}} A\left[-u_{2}-A_{2}+B_{2}\right]\right)  \tag{4.18}\\
\vdots \\
u_{n+1}(x, y, t)=A^{-1}\left(\frac{1}{v^{\alpha}} A\left[-u_{n}-A_{n}+B_{n}\right]\right), \quad n \geq 0 .
\end{gather*}
$$

And

$$
\begin{gather*}
h_{0}(x, y, t)=1+x-y \\
h_{1}(x, y, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[h_{0}\right]\right) \\
h_{2}(x, y, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[h_{1}\right]\right) \\
h_{3}(x, y, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[h_{2}\right]\right)  \tag{4.19}\\
\vdots \\
h_{n+1}(x, y, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[h_{n}\right]\right), \quad n \geq 0 .
\end{gather*}
$$

Finally

$$
\begin{gather*}
w_{0}(x, y, t)=-x+y \\
w_{1}(x, y, t)=A^{-1}\left(\frac{1}{v^{\gamma}} A\left[w_{0}-C_{0}-D_{0}\right]\right) \\
w_{2}(x, y, t)=A^{-1}\left(\frac{1}{v^{\gamma}} A\left[w_{1}-C_{1}-D_{1}\right]\right) \\
\left.w_{3}(x, y, t)=A^{-1} \frac{1}{v^{\gamma}} A\left[w_{2}-C_{2}-D_{2}\right]\right)  \tag{4.20}\\
\vdots \\
w_{n+1}(x, y, t)=A^{-1}\left(\frac{1}{v^{\gamma}} A\left[w_{n}-C_{n}-D_{n}\right]\right), \quad n \geq 0 .
\end{gather*}
$$

The first few components of the unknown functions $u_{n}(x, y, t), h_{n}(x, y, t)$ and $w_{n}(x, y, t)$ are given as follows

$$
\begin{gathered}
u_{1}(x, y, t)=A^{-1}\left(\frac{1}{v^{\alpha}} A\left[-u_{0}-h_{0 x} w_{0 y}+h_{0 y} w_{0 x}\right]\right) \\
=-(x+y) \frac{t^{\alpha}}{\Gamma(\alpha+1)} \\
h_{1}(x, y, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[h_{0}\right]\right) \\
=(1+x-y) \frac{t^{\beta}}{\Gamma(\beta+1)} \\
w_{1}(x, y, t)=A^{-1}\left(\frac{1}{v^{\gamma}} A\left[w_{0}-u_{0 x} w_{0 x}-u_{0 y} w_{0 y}\right]\right) \\
=(-x+y) \frac{t^{\lambda}}{\Gamma(\lambda+1)}
\end{gathered}
$$

The second component of each solution series is given by the following formulas

$$
\begin{gathered}
u_{2}(x, y, t)=A^{-1}\left(\frac{1}{v^{\alpha}} A\left[-u_{1}-h_{0 x} w_{1 y}-h_{1 x} w_{0 y}+h_{0 y} w_{1 x}+h_{1 y} w_{0 x}\right]\right) \\
=(x+y) \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} \\
h_{2}(x, y, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[h_{1}\right]\right) \\
=(1+x-y) \frac{t^{2 \beta}}{\Gamma(2 \beta+1)} \\
w_{2}(x, y, t)=A^{-1}\left(\frac{1}{v^{\gamma}} A\left[w_{1}-u_{0 x} w_{1 x}-u_{1 x} w_{0 x}-u_{0 y} w_{1 y}-u_{1 y} w_{0 y}\right]\right) \\
=(-x+y) \frac{t^{2 \lambda}}{\Gamma(2 \lambda+1)}
\end{gathered}
$$

We continue the calculations to find

$$
\begin{gather*}
u_{3}(x, y, t)=A^{-1}\left(\frac{1}{v^{\alpha}} A\left[-u_{2}-A_{2}+B_{2}\right]\right) \\
=-(x+y) \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} \\
\vdots  \tag{4.21}\\
u_{n}(x, y, t)=(-1)^{n}(x+y) \frac{t^{n \alpha}}{\Gamma(n \alpha+1)} . \\
h_{3}(x, y, t)=A^{-1}\left(\frac{1}{v^{\beta}} A\left[h_{2}\right]\right) \\
=(1+x-y) \frac{t^{3 \beta}}{\Gamma(3 \beta+1)} \\
\vdots  \tag{4.22}\\
h_{n}(x, y, t)=(1+x-y) \frac{t^{n \beta}}{\Gamma(n \beta+1)} .
\end{gather*}
$$

$$
\begin{gather*}
w_{3}(x, y, t)=A^{-1}\left(\frac{1}{v^{\gamma}} A\left[w_{2}-C_{2}-D_{2}\right]\right) \\
=(-x+y) \frac{t^{3 \lambda}}{\Gamma(3 \lambda+1)}  \tag{4.23}\\
\vdots \\
w_{n}(x, y, t)=(-x+y) \frac{t^{n \lambda}}{\Gamma(n \lambda+1)} .
\end{gather*}
$$

Finally, the series solutions of the system (4.11) are given by

$$
\begin{gather*}
u(x, y, t)=\sum_{n=0}^{\infty} u_{n}(x, y, t) \\
=(x+y)\left(1-\frac{t^{\alpha}}{\Gamma(\alpha+1)}+\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)}-\frac{t^{3 \alpha}}{\Gamma(2 \alpha+1)}+\ldots \pm \frac{t^{n \alpha}}{\Gamma(n \alpha+1)} \pm \ldots\right)  \tag{4.24}\\
=(x+y) \sum_{n=0}^{\infty} \frac{\left(-t^{\alpha}\right)^{n}}{\Gamma(n \alpha+1)}=(x+y) E_{\alpha}\left(-t^{\alpha}\right) . \\
=(1+x-y)\left(1+\frac{t^{\beta}}{\Gamma(\beta+1)}+\frac{t^{2 \beta}}{\Gamma(2 \beta+1)}+\frac{t^{3 \beta}}{\Gamma(3 \beta+1)}+\ldots+\frac{t^{n \beta}}{\Gamma(n \beta+1)}+\ldots\right) \\
=(1+x-y) \sum_{n=0}^{\infty} \frac{\left(t^{\beta}\right)^{n}}{\Gamma(n \beta+1)}=(1+x-y) E_{\beta}\left(t^{\beta}\right) .  \tag{4.25}\\
=(-x+y)\left(1+\frac{t^{\lambda}}{\Gamma(\lambda+1)}+\frac{\left(t^{\lambda}\right)^{2}}{\Gamma(2 \lambda+1)}+\frac{\left.t^{\lambda}\right)^{3}}{\Gamma(3 \lambda+1)}+\ldots+\frac{\left(t^{\lambda}\right)^{n}}{\Gamma(n \lambda+1)}+\ldots\right) \\
=(-x+y) \sum_{n=0}^{\infty} \frac{\left(t^{\lambda}\right)^{n}}{\Gamma(n \lambda+1)}=(-x+y) E_{\lambda}\left(t^{\lambda}\right) . \tag{4.26}
\end{gather*}
$$

Where, $E_{\alpha}, E_{\beta}$ and $E_{\lambda}$ are the Mittag-Leffler functions.
When $\alpha=1, \beta=1$ and $\lambda=1$, we get

$$
\begin{align*}
u(x, y, t)=(x+y) E_{\alpha}(-t) & =(x+y) e^{-t} \\
h(x, y, t)=(1+x-y) E_{\beta}(t) & =(1+x-y) e^{t}  \tag{4.27}\\
w(x, y, t)=(-x+y) E_{\lambda}(t) & =(-x+y) e^{t}
\end{align*}
$$

These are the exact solutions of nonlinear system (4.11).

## 5. Conclusion

In this work, the Aboodh transform method combined with Adomian decomposition method has been successfully applied to solve systems of nonliner fractional partial differential equations. The approximate solutions obtained by this method are compared with the exact solutions. Thus, the results show that this method is a powerful mathematical tool for solving systems of nonlinear fractional partial differential equations in other areas of science.
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