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#### Abstract

The use of sampling-based algorithms such as Rapidly-Exploring Random Tree Star (RRT*) has been widely applied in robot path planning. Although this variant of RRT offers asymptotic optimality, its use is increasingly limited because it suffers from convergence rates, mainly when applied to an environment with a poor level of obstacle neatness and a narrow area to the target. Thus, RRT*-Smart, a further development of RRT*, is considered ideal for solving RRT* problems. Unlike RRT*, RRT*-Smart applies a path optimization by removing the redundant nodes from the initial path when it is gained. Moreover, the path is also improved by identifying the beacon nodes used to steer the bias of intelligent sampling. Nevertheless, this initial path is found with termination criteria in terms of a region around the goal node. Consequently, it risks failing to generate a path on a narrow channel. Therefore, a novel algorithm achieved by combining RRT*-Smart and A* is proposed. This combination is intended to switch method-by-method for the exploration process when the new node reaches the region around the goal node. However, before RRT*-Smart is combined with A*, it is improved by replacing the random sampling method with Fast Sampling. In short, by involving A*, the exploration process for generating the Smart-RRT*'s initial path can be supported. It gives the optimal and feasible raw solution for any complex environment. It is logically realistic because A* searches and evaluates all neighbors of a current node when finding the node with low cost to the start and goal node for each iteration. Therefore, the risk of collision with an obstacle in the goal region is covered, and generating an initial path in the narrow channel can be handled. Furthermore, this proposed method's optimality and fast convergence rate are satisfied.


ABSTRAK: Penggunaan algoritma berasaskan pensampelan seperti Rapidly-Exploring Random Tree Star (RRT*) telah digunakan secara meluas dalam perancangan laluan robot. Walaupun varian RRT ini menawarkan keoptimuman tanpa gejala, penggunaannya semakin terhad kerana ia mengalami kadar penumpuan, terutamanya apabila digunakan pada persekitaran dengan tahap kekemasan halangan yang lemah dan kawasan yang sempit ke sasaran. Oleh itu, RRT*-Smart, pembangunan lanjut RRT*, dianggap sesuai untuk menyelesaikan masalah RRT*. Tidak seperti RRT*, RRT*-Smart menggunakan pengoptimuman laluan dengan mengalih keluar nod berlebihan daripada laluan awal apabila ia diperoleh. Selain itu, laluan juga dipertingkatkan dengan mengenal pasti nod suar yang digunakan untuk mengemudi bias pensampelan pintar. Namun begitu, laluan awal ini ditemui dengan kriteria penamatan dari segi rantau di sekeliling nod matlamat. Akibatnya, ia berisiko gagal menjana laluan pada saluran yang sempit. Oleh itu, algoritma baru yang dicapai dengan menggabungkan RRT*-Smart dan A*


#### Abstract

dicadangkan. Gabungan ini bertujuan untuk menukar kaedah demi kaedah untuk proses penerokaan apabila nod baharu sampai ke kawasan sekitar nod matlamat. Walau bagaimanapun, sebelum RRT*-Smart digabungkan dengan A*, ia diperbaiki dengan menggantikan kaedah persampelan rawak dengan Persampelan Pantas. Pendek kata, dengan melibatkan $A^{*}$, proses penerokaan dalam menjana laluan awal yang Smart-RRT lakukan* boleh disokong. Ia memberikan penyelesaian mentah yang optimum dan boleh dilaksanakan untuk mana-mana persekitaran yang kompleks. Ia adalah realistik secara logik kerana $A^{*}$ mencari dan menilai semua jiran nod semasa apabila mencari nod dengan kos rendah ke nod permulaan dan matlamat untuk setiap lelaran. Oleh itu, risiko perlanggaran dengan halangan di kawasan matlamat dilindungi, dan menjana laluan awal dalam saluran sempit boleh dikendalikan. Tambahan pula, kaedah optimum yang dicadangkan dan kadar penumpuan yang cepat ini berpuas hati.
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## 1. INTRODUCTION

As an intelligent application, mobile robots have received considerable attention from researchers. The increase in productivity and efficiency offered by the use of mobile robots is behind this concern [1-3]. Therefore, it is not surprising that developments in navigation on mobile robots continue rapidly because navigation is at the core of its intelligence [4,5]. Path planning is the basis of a robotic navigation, namely the ability to plan a path without collisions with obstacles in the environment [6-8]. Although there are several strategies with different exploration representations, grid-based algorithms [9-11] and sampling-based algorithms [12-15] are in great demand because of their ease of implementation. For example, there are A* and RRT* algorithms for these types, respectively. As its advantage, $A^{*}$ offers the completeness and optimality of the resolution which is not guaranteed by RRT*. However, A* algorithm is limited in use, because it consumes much time to solve the problem when applied to high-dimensional state space. Accordingly, RRT* has been chosen to tackle this limitation. Although RRT* in this case is obviously better than $A^{*}$ algorithm, it works infinitely when the region around the goal node is not reached. It is also work based on the probabilistic principle leading the large variance to time which gives its another disadvantage named slow convergence rate. Moreover, RRT* uses the criteria termination in the form of a predefined maximum number of the sampling node and condition when the new explored node reaches the region around the goal node, which increases the processing time.

Referring to this limitation, RRT* $^{*}$ have been intensively maintained [16]. This concern not only enhances the optimality of RRT* but also accelerates its convergence rate. There are several algorithms intended to tackle this limitation such as Fast-RRT [17], ConnectRRT [11, 15, 18], informed RRT*[11], and Smart-RRT*[16,17,19,20]. The most popular algorithm is Smart-RRT* with claims optimality and fast working time. Although it also applies some procedures of RRT*, the Smart-RRT* also executes the path optimization when the initial path is found [21]. This makes RRT*-smart a better solution compared to RRT* in terms of optimality. This optimization is designed to remove the redundant node given by the initial path. Moreover, RRT*-Smart is also completed with an intelligent sampling to replace the conventional random sampling [16]. Conceptually, this sampling is done by biasing it to the beacon node of optimized path, in which the beacon node is identified from the path optimization process. Therefore, once the RRT*-Smart obtains a shorter path compared to the previous one, the optimization is conducted and simultaneously gets the new beacon node. Accordingly, it improves its predecessor named RRT*.

However, due to following some procedures of RRT*, RRT*-Smart takes over the particular characteristic of RRT* namely, the criteria termination [22]. Similar to RRT*, the process of getting the initial path is noticed to break when the newest node is in the region around the goal node. Therefore, both RRT* and RRT*-Smart are still at risk of failure in generating a feasible path when the start and goal node are separated with a narrow channel in the environment [23-26]. Furthermore, terminating the exploration process of Smart-RRT* with a region around a goal node requires the knowledge of any obstacle close to the goal node that would be difficult for the robot to perceive. The reason for this difficulty is because the characteristic of map information that might be given by Simultaneous Localization and Mapping is still categorized as raw. Thus, terminating the process with a trigger of radius will definitely cause RRT*-Smart to make a potential mistake.

For this urgency, it is strongly recommended to improve RRT*-Smart with an ability of connecting the newly expanded node to the goal node when they are closed to each other in the channel environment. Through this paper, aiming to tackle the limitation in terms of optimality and keep the way of determining the optimized path, A* algorithm is proposed to handle the rest task of path planning when the newly expanded node reaches the area closed to the goal node even when a border exists. A* algorithm has been recorded as a searching-based planning method with some advantages such as having optimality and high resolution of tracing procedure [27]. This advantage makes the A* algorithm relevant to be applied as a helper for RRT*-Smart in narrow channels near the goal node so that the time required for search expansion can be further reduced. In general, the search process using this combination begins by using RRT*, part of the RRT*-Smart process, to carry out the exploration stage. In contrast to RRT* and RRT*-Smart, this case uses a fast-sampling technique to replace conventional sampling technique. This is intended to speed up the exploration process and achieve node positions near the goal. For the record, fast sampling is a technique applied to fast-RRT, which performs the exploration process without repeating the placement of sampling nodes in areas close to a group of nodes that have been recorded. While this represents an advantage for searching in a wide environment, the potential difficulty in expanding into narrow channels increases. For this reason, the expansion process needs to be supported by the relevant algorithm, namely A*. The formation of this initial path will be completed after A* makes a connection from the closest node to the goal with the goal node. Furthermore, the proposed algorithm will continue the process by applying path optimization and intelligent sampling from RRT*-Smart, so that optimality is maintained with an increased convergence rate.

## 2. MATERIAL AND METHODS

As usual, the global problem is defined to show the relation to its existing solution. It is reliable by firstly defining the objective of finding a solution for a path planning problem, which is how to determine the connection from the initial node to the goal node without any collision with any obstacle existing in the environment. Globally, there are two important benchmarks used for evaluating the performance of a path planning algorithm, namely optimality and convergence rate. Respectively, these can be represented by a feasible path and time consumption in generating it. Therefore, by well knowing the problem and these benchmarks, a feasibility of the designed or targeted algorithm could be declared.

Let $Z \in \mathbb{R}^{n}$ be the representation of state space for a path planning problem, with $n \in$ $N$ being the space dimension, thus $Z=\left\{Z_{o b s}, Z_{\text {free }}\right\}$ is another state space with $Z_{o b s} \in Z$ referring to obstacle coordinates and $Z_{\text {free }} \in X$ free space. Moreover, if the start node $z_{\text {init }} \in Z_{\text {free }}$ and goal node $z_{\text {goal }} \in Z_{\text {free }}$ are given, then referring to $Z_{\text {obs }}$, the path planning algorithm has to find the ideal path to/from those nodes, denoted as $\sigma=[0, T] \rightarrow$ $Z_{\text {free }}$ with $\sigma(0)=x_{\text {init }}$ and $\sigma(T)=Z_{\text {goal }}$ where $Z_{\text {goal }}=\left\{z \in Z\left\|z-z_{\text {goal }}\right\|<r\right\}$ where $r$ is the radius around goal defined at the beginning.

### 2.1 A* Algorithm

A* is considered to be a heuristic-based search algorithm with the advantage of optimal path [28], [29]. This algorithm has a main step to assess the direction of travel by referring to the lowest cost/distance value from the neighbor $n$-th node around the current node $z_{\text {current }}$. This cost is obtained by scanning the distance from the current node with eight surrounding nodes to get the value of ( $n$ ), and also from a heuristic function $h(n)$ that gives the value of $h$, which is the distance value from the eight nodes around the current node to the destination node, where this distance is calculated by applying Euclidean Distance and $f(n)$ is mathematically determined using Eq. (1).

$$
\begin{equation*}
f(n)=g(n)+h\left(n, z_{\text {goal }}\right) \tag{1}
\end{equation*}
$$

where $g(n)$ is a function that represents the cost of the path required from the start node $z_{-}$init to the current node $z_{-}$current. Briefly, the calculation of $g(n)$ refers to the eight costs which are determined based on the position in relation to the current that is the center. While $h\left(n, z_{g o a l}\right)$ is a function used to calculate the required cost from the goal node $z_{g o a l}$ to the n -th node. This function applies Euclidean distance which directly calculates the distance to the goal node regardless of whether there is a collision with an obstacle or not. The sum of both is called $f_{\text {cost }}$ which is used as the evaluation function of the nth node. In general, there are two sets named openSet and closedSet in A*. All nodes that will be evaluated are placed in openSet, and then the nodes that have been evaluated are removed from openSet and moved to closedSet. At the start of the process, the start node $z_{-}$init is placed as a member of the openSet set since the start node is the initial of the search then $g\left(z_{-}\right.$init $)=0$. Thus $f_{\text {cost }}$ for the start node $f\left(z_{\text {init }}\right)$ is the same as $h\left(z_{\text {init }}, z_{\text {goal }}\right)$. Furthermore, taking into account all the evaluation costs of $f_{\text {cost }}$ for all nodes in the openSet, the node with the lowest $f_{\text {cost }}$ will be selected as the current node $z_{\text {current }}$ and its availability in the openSet is removed and transferred/added to the closedSet. As a step in defining the termination criteria, if this current node is a goal node, the process is stopped because it explains that the path has been obtained. Instead, all neighbors of the current node will be checked based on their $g_{\text {cost }}$. In the case of the grid map, there are the eight-neighbor nodes for the current node. Each neighbor node has a specified cost to the current node and is used as the basis for calculating $g_{\text {cost }}$. If the neighbor node is in a closedSet or it is not traversable, the scan is continued on the next neighbor node. The neighbor node with the lowest $g_{\text {cost }}$ is determined. The neighbor node with the lowest $g_{\text {cost }}$ will then be checked, if it is not in the openSet then it is moved, set its $f_{\text {cost }}$, and set its parent to current node. Furthermore, this series of processes will be repeated until the termination criteria are met and to clarify this description the pseudocode of the A* algorithm is given

## Algorithm 1. $A^{*}$ Algorithm

```
ClosedSet \(=[\) ]
OpenSet = [ ]
OpenSet \(=\left[z_{\text {init }}\right]\)
\(g\left(z_{\text {init }}\right)=0\)
\(h\left(z_{\text {init }}\right) \leftarrow\) hcalculate \(\left(z_{\text {init }}, z_{\text {goal }}\right)\)
\(f\left(z_{\text {init }}\right) \leftarrow 0+h\left(z_{\text {init }}\right)\)
while openSet \(\neq \emptyset\) then
        \(z_{\text {current }}=\) node in OpenSet lowest \(f_{\text {cost }}\)
        remove \(z_{\text {current }}\) from OpenSet
        add \(z_{\text {current }}\) to ClosedSet
        if \(z_{\text {current }}=z_{\text {goal }}\)
            return
    endif
    foreach \(z_{\text {neighbour }}\) of \(z_{\text {current }}\)
        if \(z_{\text {neighbour }}\) is in ClosedSet or \(z_{\text {neighbour }}\) is not traversable
                continue
        endif
        if newpath to \(z_{\text {neighbour }}\) is shorter or \(z_{\text {neighbour }}\) is not in OpenSet
            set \(f_{\text {cost }}\) of neighbour
            set parent of neighbour to \(z_{\text {current }}\)
            if neighbour is not in OpenSet
                add neighbour to OpenSet
                endif
        endif
    endforeach
end
```


### 2.2 RRT*-Smart

RRT*-Smart is an enhanced version of RRT* that works in the same way as RRT* for finding the initial path [14,20]. Besides that, it undertakes a path optimization procedure once an initial path has been determined. This procedure eliminates unnecessary nodes from the path that was initially discovered. The optimization is supported by the beacon nodes which are determined after conducting a triangular inequality technique when the initial path is found. Intelligent sampling is the second key feature introduced by RRT*- Smart. This sampling differs from random sampling in that it is directed towards optimal path beacon nodes. It sets a radius for intelligent exploration around selected beacons using a Biasing Radius $b$. RRT*-Smart performs the path optimization procedure again to build additional beacon nodes as soon as it identifies a shorter path. As a result, RRT*-Smart improves path cost and accelerates path convergence.

```
Algorithm 2. RRT \(^{*}\) Smart Algorithm \(\sim T=(V, E) \leftarrow \boldsymbol{R R T}^{*} \operatorname{Smart}\left(\mathbf{z}_{\text {init }}\right)\)
\(1 \quad T \leftarrow\) InitializeTree ()
\(2 \quad . T \leftarrow \operatorname{InsertNode}\left(\emptyset, z_{\text {init }}, T\right)\)
3 . for \(i=1\) to \(N\) do
\(4 \quad\) if \(i=n+b, n+2 b, n+3 b\)...then
5
7 z
8 endif
\(9 \quad z_{\text {nearest }} \leftarrow\) nearest \(\left(T, z_{\text {rand }}\right)\)
\(10 \quad\left(z_{\text {new }}, u_{\text {new }}, T\right) \leftarrow \operatorname{steer}\left(z_{\text {nearest }}, z_{\text {rand }}\right)\)
11 if obstaclefree \(\left(z_{\text {new }}\right)\) then
\(12 \quad z_{\text {near }} \leftarrow \operatorname{near}\left(T, z_{\text {new }},|V|\right)\)
\(13 \quad z_{\min } \leftarrow\) choosenparent \(\left(z_{\text {m }}\right.\)
\(14 \quad T \leftarrow\) insertnode \(\left(z_{\text {min }}, z_{\text {new }}, T\right)\)
\(15 \quad T \leftarrow \operatorname{rewire}\left(T, Z_{\text {near }}, Z_{\text {min }}, Z_{\text {new }}\right)\)
16 endif
17 if initialPathfound then
\(18 \quad n \leftarrow i\)

In the initial path-finding stage, RRT*-Smart applies a conventional sampling technique. This technique will randomly generate nodes in the search space referring to the maximum and minimum limits of their representation. Based on these random nodes, the nearest node is determined by applying a Euclidean distance evaluation to the set of nodes. The direction from the nearest node to a random node is then determined as a reference direction for generating new nodes. In addition to referring to the reference direction, the placement of new node locations is also carried out based on the calculated distance between the random node and the nearest node. If the distance is less than or equal to the specified reference distance, then the placement of the new node from the nearest node is as far as the calculated distance. On the other hand, the placement of the new node from the nearest node is equal to the specified reference distance. This process is represented by Algorithm 2 in lines 9 and 10 after the sampling process in line 7 is carried out. Then RRT*-Smart will continue the process by paying attention to the new node. If the location of the new node is not the same as one of the points of the obstacle position and also the line formed from the new node to the nearest node does not intersect with any line from the obstacle, then the new node is connected to the nearest node as an Edge \(E\). This process is called the wiring process in RRT. Furthermore, the nearest node will be temporarily considered as the parent node \(z_{\text {near }}\) of the new node \(z_{\text {new }}\) and all neighbor nodes of the new node are then evaluated for their proximity. The node that has the closest distance will be called \(z_{\min }\) which is also the parent node for the new node. And the new node is linked to \(z_{\text {min }}\). This stage is rewiring which simultaneously distinguishes RRT and RRT*, where the process is shown in lines 11 to 15 of Algorithm
2. In RRT*-Smart this series of steps is a process in determining the initial path before this path is optimized by applying Triangular Inequality. In short, this technique builds a new edge by connecting the node to the next node in the node set \(T\) if the relationship between the two nodes is free of obstacles and collisions. So, it is clear that in this process, the number of nodes will be reduced. This new set of nodes is called beacons \(z_{\text {beacons }}\) as lies on line 23 and simultaneously the path formed from start to goal is connecting all these beacons with its costs termed directcost. Finding this initial path will trigger intelligent sampling with a number of samples spawned around \(z_{\text {beacons }}\). This is done as an effort to reduce path costs by optimizing new nodes that are potentially better than the beacon position without having to do time-consuming sampling. Finally, the path correction is conducted in the global looping once the lower directcost is found.

\section*{3. PROPOSED METHOD - RRT*SMART-A* ALGORITHM}

In a high-dimensional space, as a sampling-based algorithm, RRT is indeed better and faster in finding the initial path. However, by observing more deeply, precisely by taking random samples, the variance of the search time is so large that it has the potential to take a long time to determine a feasible path. This is even more so in the narrow channel scenario, which of course will take a lot of time, because each path is formed randomly due to random sampling. It is this basis upon which RRT* is introduced. As previously mentioned, the difference between the two is that there are two operations on the RRT*, namely neighbors search and rewiring step after wiring step is done. The parent, which is always updated every time a new node is generated, certainly makes RRT* have the advantage of maintaining the optimality of the path. RRT*-Smart applies this to initial path determination. However, this kind of determination requires a lot of time and memory usage to achieve a truly optimal path. Accordingly, a new method with the name An Integrated RRT*Smart-A* Algorithm is introduced in this paper.


Fig. 1: Flowchart of Proposed Method (An Integrated RRT*-Smart A* Algorithm)

As seen in Fig. 1, in addition to integrating two different approaches referring to the proximity of the last exploration node to the goal node, conventional sampling techniques in the early stages of RRT*-Smart were replaced with fast-sampling techniques. Instead of expanding on a new exploration area, random sampling is not limited to the possibility of falling on the explored area. This reason underlies the replacement of conventional sampling with fast sampling. Where fast-sampling applies restrictions in generating samples, random samples obtained will be rejected if their position is in the explored area, and only random samples are in the new exploration area (see Fig. 2 and Algorithm 3 lines 7 up to 10 ).


Fig. 2: Illustration of Fast-Sampling Technique. The red circle is the explored area. When random node \(z_{\text {rand1 }}\) falls on the explored area it is rejected and random sampling is repeated. When the random node \(z_{\text {rand2 }}\) is obtained, the wiring and rewiring process is carried out.

Furthermore, new nodes \(z_{\text {new }}\) formed during expansion will continue to be observed. If it is close to the goal node \(z_{\text {node }}\), \(\mathrm{A}^{*}\) will take over determining this initial path. This aims to minimize the consumption of expansion time in narrow channels (see Algorithm 4 from lines 21 to 24). Furthermore, when the initial path is obtained, all feasible nodes will be directly connected by applying triangular equality. This application is intended to shorten the path as an optimization step. Iteration in this process starts from \(z_{\text {goal }}\) and moves to \(z_{\text {init }}\) by observing the direct connection to the parent sequentially until the connection of two different nodes is declared a collision on the obstacle. When the order of observations reaches \(z_{\text {init }}\) then no more nodes can be connected directly. To provide clarity on this process Fig. 3 and Algorithm 4 are given (see Algorithm 3).


Fig. 3: The Principle of Triangular Inequality.
```

Algorithm 3. Zbeacons $\leftarrow$ PathOptimization $\left(T, z_{\text {init }}, z_{\text {goal }}\right)$
$1 \quad Z_{\text {beacons }}=[$ ]
$2 \quad z n_{\text {beacon }}=z_{\text {goal }}$
3 add zn beacon to Zbeacons
for $\boldsymbol{i}=\mathbf{2}$ to length $(T)$ do
if obstacleFree( $\left.\mathrm{zn}_{\text {beacon }}, T(i)\right)$
continue
else
add $T(i-1)$ to $Z_{\text {beacons }}$
update cost of $z n_{\text {beacon }}$
$z n_{\text {beacon }}=T(i-1)$
endif
return $Z_{\text {beacons }}$
endfor

```

Along with getting this optimized path, the directcost will be calculated which will then be compared each time pathOptimization is performed. Once this path optimization occurs at the end of performance A* and will only repeat when the new directcost is better than the previous one. At the same time, when two conditions are met, n , the sampling bias variable, will be updated. Based on its magnitude and its relationship to the number of iterations, a number of samples will be generated around \(Z_{\text {beacons }}\) as is the case with RRT*\(^{*}\)-Smart in general. This is intended to reduce the path again as an effort to maintain the optimality of the proposed method. Furthermore, this series of processes will be repeated until the maximum value of the iteration is met. To clarify the series of this process, Algorithm 4 is given as follows.
```

Algorithm 4. RRT*Smart - A * Algorithm
$T \leftarrow$ InitializeTree ()
$T \leftarrow \operatorname{InsertNode}\left(\emptyset, z_{\text {init }}, T\right)$
initialPathFound $=$ false
for $i=1$ to $N$ do
if $i=n+b, n+2 b, n+3 b \ldots$ then
$z_{\text {rand }} \leftarrow$ intelligent_sampling $\left(i, z_{\text {beacon }}\right)$
else
$z_{\text {rand }} \leftarrow \operatorname{sampling}(i)$
while $z_{\text {rand }} \in Z_{\text {explored }}$
$z_{\text {rand }} \leftarrow \operatorname{sampling}(i)$
endwhile
endif
$z_{\text {nearest }} \leftarrow \operatorname{nearest}\left(T, z_{\text {rand }}\right)$
$\left(z_{\text {new }}, u_{\text {new }}, T\right) \leftarrow \operatorname{steer}\left(z_{\text {nearest }}, z_{\text {rand }}\right)$
if obstaclefree $\left(z_{\text {new }}\right)$ and $\sim$ initialPathFound then
$z_{\text {near }} \leftarrow \operatorname{near}\left(T, z_{\text {new }},|V|\right)$
$z_{\text {min }} \leftarrow \operatorname{choosenparent}\left(z_{\text {near }}, z_{\text {nearest }}, z_{\text {new }}\right)$
$T \leftarrow$ insertnode $\left(z_{\text {min }}, z_{\text {new }}, T\right)$
$T \leftarrow \operatorname{rewire}\left(T, Z_{\text {near }}, Z_{\text {min }}, Z_{\text {new }}\right)$
if $z_{\text {nearest }} \in Z_{\text {goal }}$
$T \leftarrow \operatorname{astart}\left(z_{\text {nearest }}, z_{\text {goal }}\right)$

```
```

23 initialPathFound $=$ true
24
25
26
27
28
29
30
31
32
33
34
35
return

```

\section*{4. RESULTS AND DISCUSSION}

In this section, experimental results of different algorithms such as RRT*, RRT*Smart, and the proposed algorithm are presented. In this experiment, the three algorithms were performed to solve the global path planning problem in some different environments that consists of a narrow channel and several barriers. They are compared to each other in terms of optimality and degree of convergence by observing the cost/distance from \(z_{\text {init }}\) to \(z_{g o a l}\) number of iterations, respectively.

For the first scenario, the start node is in the field area and the goal node is in a certain place. Before being tested, parameter equations were carried out to provide good observations and comparisons. This parameter includes eps which is the distance allowed to place a new node when the nearest node and a random node are given. In the first scenario experiment, eps was set to 3 for both RRT*, RRT*-Smart, and RRT*-Smart-A*. In addition, the parameter in determining the neighbor of the new node is also the same, which is set to \(r_{n}=3\). It should be noted that the second parameter is intended to provide equalities in the rewiring process of the three algorithms.

The next parameter equalization is the parameter used only for RRT*-Smart and the proposed algorithm, namely the beacon radius which is used for intelligent sampling performance after the initial path is found and every time the direct cost improves. In the experiment in this first scenario, the beacon radius is set equal to \(r_{\text {beacon }}=3\). In detail, the position of the start node and goal node are respectively at coordinates \((5,5)\) and \((50,65)\) in an environment as shown in Figure 4. The complexity of the environment is not so high, so all the algorithms compared have the ability to get the optimal path. And the optimality of this path will be observed based on the cost of each iteration and its dynamic value.


Fig. 4: Performance of RRT* Algorithm ( \(1^{\text {st }}\) Case).
Figure 4 shows a graphical result representing the performance of the RRT* Algorithm. Generally, the RRT* has succeeded in determining the collision-free path from \(z_{\text {init }}\) to \(z_{\text {goal }}\). However, as shown in the graph and the cost value of 1360.3 , the optimality of RRT* is still lacking. This is strongly relevant to the underlying theory that using simple random sampling the expansion of the nodes becomes diffuse and not centered. So, it is reasonable for a limited number of iterations, interconnecting feasible nodes is not enough to generate the optimal path.


Fig. 5: Performance of RRT*-Smart Algorithm ( \(1^{\text {st }}\) Case).
In the same case, the effect of using conventional sampling on the initial path determination also makes RRT*-Smart take time to provide the optimal path. This is because the path optimization time is getting narrower when RRT*-Smart works at a limited time. This phenomenon can be seen in the need for repetition of 747 times in finding the initial path (see Fig. 5). So, it is not surprising that the final solution with a given cost of 95 can actually be increased if the application time of intelligent sampling is
sufficient. However, this performance is enough to prove that RRT*-Smart has better optimality than RRT*.


Fig. 6: Performance of RRT*Smart-A* Algorithm.

Next in this first scenario, the RRT*-Smart A* Algorithm is performed. As shown in Fig. 6, the proposed algorithms that involve fast-sampling only need 77 iterations to explore from \(z_{\text {init }}\) to \(Z_{\text {goal }}\). This achievement is ideal because it will provide a long duration to apply intelligent sampling and path optimization to the next process. This can be seen from the distribution of samples in the area near the beacon used to assist the path optimization. Although the path optimization is not intended to repair the offered path of A, the cost is 93 , it is enough to prove that in term of optimality the proposed method is better than RRT* and RRT*-Smart. Additionally, the number of nodes generated in a finite duration implies that optimization can occur iteratively, so the potential for generating shorter paths is possible.


Fig. 7: Performance of RRT* Algorithm (2 \({ }^{\text {nd }}\) Case).

Figure 7 shows a graphical result representing the performance of the RRT* Algorithm for the second scenario. It can be seen from Fig. 7, the RRT* needs more than 8000 iterations
to get initially optimal path before it is optimized. This situation shows that the RRT* algorithm does not have ability or is improper to solve the environment with narrow channel. Besides that, it can be seen from the path cost after optimization, the cost is high. It represents that its optimality is still lacking for this second case.


Fig. 8: Performance of RRT*-Smart Algorithm (2 \({ }^{\text {nd }}\) Case).
Since the conventional sampling is used for obtaining the initial path, the RRT*-smart has the similar level for its convergence speed as RRT*. It indicates that the convergence rate of RRT*-smart strongly depends on the initial sampling method. As can be seen from Fig. 8, unfortunately the RRT*-Smart does not obtain the initial path even if the number of iterations is increased and the number of nodes reaches more than 4000 nodes. For this inconsistency and limitation, the RRT*-Smart improves by replacing the conventional sampling with a fast sampling in the second case. Graphically its performance can be seen as follows.


Fig. 9: Performance of RRT*-Smart with A Fast Sampling (2 \({ }^{\text {nd }}\) Case).
Referring to Fig. 9, the RRT*-Smart with a fast sampling is also limited. It can be observed based on the number of iterations and the iteration indicating the initial path
found. The diversity between these values represents that the optimization, which is an advantage of RRT*-Smart, has a short duration. Therefore, the generated nodes have small number compare to RRT* or its predecessor. For this reason, the proposed method is introduced and its performance can be presented as follows.


Fig. 10: Performance of RRT*-Smart-A* Algorithm (2 \({ }^{\text {nd }}\) Case).
It can be seen from Fig. 10, the proposed method finds the initial path in the iterations of 2643 within 6000 iterations. It indicates more than 3000 iterations that are allocated for optimization only. This small number of iterations also implies that the proposed method has a better convergence speed than its predecessor. Next, although the cost is high compared to its predecessor, it is only because of the dynamicity of the exploration process. Therefore, in terms of convergence rate and optimality, the proposed method is validated by this result.

\section*{5. CONCLUSION}

Due to the limitation of RRT*-Smart when it is used in environments containing some narrow channels, the conventional sampling is improper. For this reason, it is improved by replacing the conventional sampling with A* sampling. Moreover, if a wide enough time frame is provided for its optimization, it is integrated with the A* algorithm. Henceforth, it is called An Integrated RRT*Smart-A* Algorithm. It is used to solve the global path planning problem. By comparing with its predecessors, RRT* and RRT*-Smart, the proposed method has shown better efficiency in terms of convergence rate and optimal cost.
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